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 ملخص

 نظ ام ااكثلفم اا ظيفيم اةلر ، ضتتتتت (FP-LAPW) بكت ن كلمل  لخطي ااتم ابطمتم استتتتم طاي ة الم اات الم ااتةتتتتم ام             

(DFT) ات كبلموااتغنلةيةتتتتيم  ، الإاكم ونيم، م ونياات ، ، اطراستتتتم اا  تتتتللي اا يك يمCrCoSi  وMnCoSi   لم من تلتشتتتتمواا 

 2Si2CrMnCo .بلستتتتم طاي تل ات اامطرم اات تم  ،اانمللج أظ  م(GGA)  الأكث    اان ع الأول هم  م تيت ااالأخي  م   ااط ر، أن

ا.  في هشل.  MnCoSiواتك  ت نيف ل كت اد اينم، بينتل ا مب  م كت  مللومم ا مش ه CrCoSiو  2Si2CrMnCoواظ  كل م  استمل ارا

الاتجله ااتغزاي اا   ي ظ   ستتتتت  كال م طنيال في ت  2Si2CrMnCo و MnCoSiو CrCoSiتبي  أن اات كبلم الإاكم ونيم  تتتتتللياا 

(. 1.1.0)..1.8(، 1.1.1)1.8.0تب غ  (ن تتم م طنيم ةلق ام فج امةلق ام) فج اممع  ،الاتجله ااةتتف يفي  يوستت  كال هتتبص م  تت 

)فج ة ن م م طنيم( تب غ  ةلق ام فج ةبن تم م طني اا  2Si2CrMnCoاحمفظ اات كت  ع ى اام ااي.ااكم و ف اط، ( .1.11) 0...1و

ااتغنلةيةتتتيم  اا زويا علاوة ع ى ذاك، فإن إاتلاي، GGA + U تل ات عنط استتتم طايGGA مللرنم بـتتتتتتتت ااكم و ف اط( 1.010)8..1

وم  اات  وف  ، ع ى اام ااي.2Si2CrMnCoو  MnCoSiو  CrCoSiاـتتت Bμ .و Bμ .و Bμ 0ااتحة بم هي أعطاد  حيحم وتةلوي 

اةبللك ا اذا ت مب  هذهتلدة اطل ع ى استمل ارهل ااطانلميكي.  ابم( في منحنى تشتم  ااف ن ن ال)اام ددام ااةتا خ ة الأنتلة ا عطي وا د أن 

 . ليمم هحم ايطة امطبيللم ااةبينم ونيك بةبت ن م م طن

 FP-LAPWن م اات طن، سبللك ه س  ، الاسملطلب ااطوراني،  الكلمات المفتاحية:

Abstract 

The full-potential linearized augmented plane waves (FP-LAPW) method, within the density functional 

theory (DFT), has been used to investigate the structural, elastic, electronic, and magnetic properties of 

CrCoSi, MnCoSi, and and their CrMnCo2Si2 derivative DHH. The obtained results, utilizing the 

generalized gradient approximation (GGA), As a result, the latter phase of the type I arrangement is the 

most stable. This DDH as well as its CrCoSi parent HH are found to be resistant to deformation and can 

be classified as ductile materials whereas the MnCoSi compound is brittle.  In the electronic properties, 

we found CrCoSi, MnCoSi, and CrMnCo2Si2compounds exhibit a metallic behavior in the spin-up 

channel and a semiconducting behavior in the spin-dn channel, with half-metallic gaps of 0.851(0.020), 

0.852(0.021), and 0.531(0.002) eV, respectively. The half-metallicity of CrMnCo2Si2 DHH is kept with 

lower (bigger) band gap (half-metallic gap) of 0.38(0.106) eV than that of GGA, using GGA+U 

approximation. Moreover, their calculated total magnetic moments are integers and equal to 1 µB, 2 µB 

and 3 µB for CrCoSi, MnCoSi, and CrMnCo2Si2, respectively. And it is known that the absence of soft 

modes (imaginary modes; negative frequencies) in the phonon dispersion curve of a material implies its 

dynamical stability. Therefore, these alloys good candidates for spinitronic applications due to their half-

metallicity. 

Key words: half-metal, heusler alloys, spin polarization, mechanical stability, FP-LAPW 
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General introduction 

Electronic and magnetic devices are at the forefront of rapidly evolving technologies, 

driven by advances in the understanding of material physics. The physical properties of 

solids are intricately linked to the behaviour of their constituent electrons, making them the 

subject of ongoing scientific investigation. In addition to structural properties, important 

considerations include mechanical aspects such as elasticity and physical metallurgy, as well 

as electrical properties like dielectric behaviour, semiconductor performance, and 

conductivity. Magnetic and thermodynamic properties also play critical roles. Technological 

progress demands continuous improvements in material applications, and before industrial 

implementation, rigorous assessments of structural integrity, electrical conductivity, and 

other key attributes are essential. 

Magnetic phenomena have been studied for nearly 2,500 years, starting with the early 

use of magnetite and iron's attractive properties. By the 11th and 12th centuries, magnets 

were being applied practically in compasses for navigation. The 17th century saw the first 

detailed treatises on magnetism and its uses. In the late 18th century, figures like Coulomb 

and Poisson laid the foundation for magnetic theory. The 19th century brought significant 

advances, including Maxwell's electromagnetic theory and Curie's work, which revealed key 

phenomena such as paramagnetism, diamagnetism, and ferromagnetism. 

Despite major advancements in electronics in recent decades, magnetic materials 

have received comparatively little attention in integrated electronic systems. However, the 

rise of spintronics has sparked renewed interest. This emerging field takes advantage of 

electrons' intrinsic spin property in addition to their charge. In spintronics, information 

transfer within circuits is controlled by electron spins rather than by electrical charges. 

Historically, magnetic materials and semiconductors developed separately, with magnetic 

materials mainly used for data storage. 

Heusler alloys are highly versatile materials with widespread applications in 

magnetic tunnel junctions, magnetoresistance, and giant magnetoresistance technologies. 

Named after Friedrich Heusler, who in 1903 discovered the ferromagnetic properties of 

Cu₂MnAl despite its constituent elements being non-magnetic[1], these compounds, along 

with their variants exceeding 1,000, are now referred to as Heusler compounds. They consist 

of ternary semiconducting or metallic compounds, with two primary stoichiometries: 1:1:1, 
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known as "Half-Heusler," and 2:1:1, referred to as "Full Heusler."A major breakthrough in 

the study of Heusler alloys came in 1983, when de Groot and colleagues [2] predicted half-

metallicity in the NiMnSb alloy. This sparked renewed interest and led to extensive 

theoretical and experimental research into these materials. In addition to NiMnSb, many 

other Heusler alloys, including Co-based variants, have been predicted through ab initio 

calculations to exhibit half-metallic behavior, characterized by 100% spin polarization. With 

high Curie temperatures, these materials show significant promise for commercial 

spintronics applications. 

In half-metallic materials, the two spin bands behave distinctly: the majority spin 

band demonstrates typical metallic properties, while the minority spin band behaves as a 

semiconductor, featuring a band gap at the Fermi level. This gap results in 100% spin 

polarization at the Fermi level, making fully polarized spins achievable in these compounds. 

Such properties enhance the efficiency of magnetoelectric devices, offering great potential 

for spintronic technologies [3, 4]. 

Recently, Double Half-Heusler materials have gained significant attention from 

researchers and scientists worldwide due to their promising applications in various fields. 

These compounds are categorized into three distinct groups based on substitution sites in the 

XYZ phase: X'X''Y₂Z₂, X₂Y'Y''Z₂, and X₂Y₂Z'Z''. This classification has spurred 

considerable interest, as each variant offers unique properties. However, heat transfer in 

Double Half-Heuslers presents challenges, particularly due to disordered scattering 

influenced by low-frequency phonon modes with low group velocities. 

Advances in ab initio methods now allow for highly accurate calculations of 

numerous material properties, including elasticity, optical spectra, and lattice vibration 

frequencies, even in complex systems. Among these techniques, the linearized augmented 

plane wave (FP-LAPW) method[5] stands out as one of the most precise tools for 

determining the electronic structure of solids within the density functional theory (DFT) 

framework. DFT, developed by Hohenberg, Kohn, and Sham in the 1960s and 1970s, is a 

powerful approach for describing a system's ground state, enabling its numerical 

implementation with high accuracy. 
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The aim of this study is to provide a theoretical investigation into the half-metallicity 

of CrCoSi and MnCoSi half-Heusler alloys, as well as their derivative double half-Heusler 

compound CrMnCo₂Si₂. The research is structured into four chapters as follows: 

1. Chapter 1 offers a review of fundamental concepts in magnetism, including the 

different types of magnetic behavior. It also examines the technological applications 

of ferromagnetic compounds, such as Giant Magnetoresistance (GMR) and Tunnel 

Magnetoresistance (TMR). 

2. Chapter 2 provides an in-depth exploration of Heusler alloys and Double Half-

Heusler compounds, along with their key properties. 

3. Chapter 3 focuses on Density Functional Theory (DFT), which serves as the 

foundation for the ab initio calculations in this study. It includes a discussion of the 

FP-LAPW method and explains the various approximations applied in the research. 

Additionally, it details the functionalities of the programs used in the Wien2K code 

that were implemented in this investigation. 

4. Chapter 4 presents the results of the study, focusing on the CrCoSi and MnCoSi 

parent half-Heusler alloys and their derivative CrMnCo₂Si₂ double half-Heusler 

compound. This chapter covers structural, electronic, elastic, and magnetic 

properties, with particular emphasis on the results obtained using the Generalized 

Gradient Approximation (GGA) method for exchange-correlation interactions. 
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I.1. Introduction  

The concept of "magnetism" refers to the wide range of phenomena that occur in and 

around materials that are either naturally magnetized, or influenced by an external magnetic 

or electric field. Magnetism plays a crucial role in various fields, including information 

technology, healthcare, and particle physics, with applications ranging from data storage and 

medical imaging to particle accelerators and magnetic confinement in fusion research.[1]. 

Since solids are composed of atoms, it is essential to recognize that the fundamental 

properties of a material are determined by the interactions between the atoms within the 

crystal lattice. Electron interactions are responsible for shaping the energy band structure, 

while interactions between ions govern the vibrational properties of the lattice. These 

interactions collectively define the material's electronic, optical, and thermal characteristics. 

In practical terms, materials referred to as "magnets" are generally classified into two 

main types: "hard" magnets and "soft" magnets. Hard magnets retain their magnetism 

permanently and can magnetize or attract soft magnets, which, in contrast, lose their 

magnetism quickly. Soft magnets are easily magnetized and demagnetized, making them 

suitable for applications where temporary magnetism is required. Hard magnets, on the other 

hand, produce a stable magnetic field, which can be visualized using iron filings (see Figure 

I.1).  

 

Figure I.1: Magnetic field lines around a permanent magnet, materialized by iron filings.  

I.2. Origin of magnetic moments 

In general, electrons within an atom arrange themselves according to Pauli’s exclusion 

principle and Hund’s rules. These rules dictate that electrons in the same quantum state form 
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pairs and can occupy sub-levels within the same energy level. The principle of achieving the 

lowest energy state prevails, favouring configurations with the greatest number of occupied 

quantum cells and the highest number of parallel spins (unpaired electrons). 

Partially filled d or f orbitals, as seen in transition metals and rare earth elements, contain 

unpaired electrons, which give rise to magnetism. The atomic magnetic moment is composed 

of two main components: 

 The orbital magnetic moment (μL), which arises from the rotational motion of 

electrons around the nucleus. 

 The spin magnetic moment (μS), which is due to the intrinsic spin of the electrons. 

Magnetization, denoted as (𝑀⃗⃗  ), is the macroscopic measure of a material’s magnetic 

behaviour, representing the total magnetic moment per unit volume. 

A key characteristic of magnetic materials is their response to an applied magnetic field, 𝐻⃗⃗ . 

This response is captured by the magnetic susceptibility, χ, which quantifies the material's 

reaction to the external field. Mathematically, magnetic susceptibility χ is defined as: 

                                                    𝜒 = lim
𝐻→0

𝛿𝑀⃗⃗ 

𝛿𝐻⃗⃗ 
                                                                     I.1 

In general, χ is a tensor, but for isotropic materials, susceptibility becomes a scalar quantity, 

denoted simply as χ. 

I.3. Different forms of magnetism 

Various forms of magnetism arise from the statistical behaviors of individual atomic 

systems, influenced by factors such as the presence of magnetic moments and the occupation 

of atomic sublayers. Below is a brief overview of the primary types of magnetic behavior,We 

will now provide a brief overview of the primary types of magnetic behavior: diamagnetism, 

paramagnetism, antiferromagnetism, ferromagnetism, and ferrimagnetism. 
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Figure I-2: Types of magnetism 

I.3.1. Diamagnetism 

Diamagnetic metals exhibit exceptionally low and negative magnetic susceptibility. 

When subjected to a magnetic field, diamagnetic materials experience a repulsive force, and 

they lose all magnetic properties once the external magnetic field is withdrawn. Unlike 

magnetic materials, diamagnetic ones lack a permanent magnetic moment per atom due to 

the complete pairing of their electrons. The manifestation of their magnetic characteristics 

results from the rearrangement of electron orbitals influenced by an external magnetic field. 

Notably, the majority of elements in the periodic table fall under the category of diamagnetic 

materials, including copper, silver, and gold. 

I.3.2. Paramagnetism 

Paramagnetism emerges in materials with atoms that have inherent magnetic 

moments due to unpaired electron spins and orbital magnetic moments. This property is 

characterized by a modest positive susceptibility. Thermal agitation counteracts the tendency 

of magnetic moments to align with the magnetic field, making paramagnetism often 

temperature-dependent. Notably, susceptibility inversely responds to temperature. 

In substances with permanent magnetic moments, paramagnetism prevails over 

diamagnetism. When the temperature surpasses the Curie point, most gases, certain metals 

(such as aluminum, manganese, and tungsten), and ferromagnetic and ferrimagnetic 

materials transition into a paramagnetic state. 

I.3.3. Ferromagnetism 

Ferromagnetic materials exhibit notably high and positive susceptibility when 

subjected to external magnetic fields. They have a strong affinity for magnetic fields and can 

retain their magnetization even after the external magnetic field is removed. Due to the 
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presence of unpaired electrons within their atomic structure, ferromagnetic materials possess 

a net magnetic moment. 

The strength of their magnetic properties is rooted in the existence of magnetic 

domains. These domains consist of large groups of atomic moments aligned in parallel, 

creating a strong magnetic force within the domains. In the absence of an external magnetic 

field, these domains are typically oriented randomly, resulting in an overall net magnetic 

field close to zero. When a magnetizing force is applied, the domains align, producing a 

strong magnetic field within the material. Metals such as iron, nickel, and cobalt are 

examples of ferromagnetic materials. Components made from these materials are commonly 

inspected using methods like magnetic particle inspection. 

I.3.4. Ferrimagnetism 

These different forms of magnetism play crucial roles in various technological 

applications and are fundamental to understanding the behavior of magnetic materials. 

Ferrimagnetism characterizes a specific category of oxides known as ferrites. Within their 

structure, two distinct crystalline lattices, denoted as A and B, are identifiable. These lattices 

feature antiparallel and typically dissimilar magnetic moments, namely mA_and_mB. This 

arrangement gives rise to spontaneous magnetization that diminishes as temperature 

increases. Beyond the Curie temperature, these materials transition into a paramagnetic state 

and exhibit notably low conductivity, which is particularly important at higher frequencies. 

However, ferrites have reduced permeability, increased coercive field, and decreased 

saturation field. Ferrites can be classified as either soft or hard. Mechanically, they are 

characterized as hard and brittle. 

I.3.5. Antiferromagnetism 

In antiferromagnetic materials, the exchange interaction prompts them to segregate 

into two ferromagnetic sub-lattices that exhibit opposing movement directions. While these 

materials possess a positive magnetic susceptibility, it generally tends to be lower than that 

observed in ferromagnetic materials. When temperatures surpass a pivotal point called the 

Néel temperature, these materials exhibit behavior similar to ferromagnetic substances. 
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I.4. Magnetic interactions 

We have shown that even in the absence of an external magnetic field, a 

ferromagnetic material maintains a non-zero magnetic moment and exhibits spontaneous 

magnetization. In contrast, an antiferromagnetic material, despite having an overall zero net 

moment, has a well-defined arrangement of magnetic moments. In a solid, the alignment of 

these moments results from their mutual interactions. These interactions determine whether 

spins align in parallel (as in ferromagnetic materials) or in an antiparallel manner (as in 

antiferromagnetic materials). This phenomenon, known as the exchange interaction, is a 

purely quantum mechanical effect discovered by Heisenberg. 

The next section will explore the primary methods used to characterize magnetic 

exchange interactions. 

I.4.1. Direct exchange 

Pauli's principle and short-range Coulombic interactions among individual magnetic 

moments constitute the fundamental underpinnings of the direct exchange interaction. In 

accordance with Pauli's principle, the nature of the direct exchange interaction is rooted in 

the antisymmetry of electron wave functions. 

In a two-spin system, the exchange energy is established by the disparity in energy 

levels between parallel and antiparallel spin orientations. For systems encompassing 

multiple electrons, this energy is quantified by the Heisenberg Hamiltonian: 

Héch = −2∑ JijSiSj                                                           I.2 

Where Jij_is called the exchange integral related to the overlap of orbitals and describes the 

coupling between the two spins represented by the  𝐒 𝐢  and 𝐒 𝐣 operators. It depends 

significantly on the interatomic distance between the atoms. If Jij is positive, the energy term 

will be minimal when all the magnetic spin moments align parallel (ferromagnetic 

materials). If Jij is negative, the spin moments align antiparallel (antiferromagnetic 

materials). The evolution of Jij can be seen on the Bethe-Slater curve.  
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Figure I.3 : Bethe-Slater curve shows the relationship between the exchange integral and the ratio of the 

interatomic distance 𝒓𝒊𝒋 to the orbital radius « rd »[2]. 

I.4.2. Super-exchange 

Antiferromagnetism observed in LaMnO3 crystals has been elucidated through the 

framework of the super-exchange interaction[3, 4]  . This mechanism involves an indirect 

process where two magnetic cations interact via an oxygen anion. The magnetic moments of 

the ions are correlated through an exchange interaction that connects their valence band p 

orbitals. Notably, there is no orbital overlap between the nearest neighbors of the magnetic 

ions in this scenario. Importantly, the presence of delocalized charge carriers is not a 

prerequisite for superexchange. 

Goodenough et al [4] formalized the concept of super-exchange interaction in 

insulating materials based on the d-orbital configuration of magnetic ions and the bond angle 

(magnetic ion-oxygen-magnetic ion). This conceptualization led to the development of the 

Goodenough-Kanamori rules. Figure I.4 illustrates various cation-anion-cation 

combinations at an angle of 180°.In cases where both cations possess half-filled eg orbitals 

oriented towards the anion, direct coupling according to Hund's principles occurs, yielding 

robust antiferromagnetism (case 1). Modest antiferromagnetism is also apparent in case 2, 

where both eg orbitals remain vacant. In this instance, electrons from the cation have a non-

zero probability of being in the unoccupied eg orbital. However, this scenario is transient, 

explaining the weak interaction.Conversely, in case 3, one cation has a half-filled eg orbital 

while the other remains empty. Here, a virtual transition of the electron from one cation to 

another is viable, provided the spins of the two cations are aligned in parallel. This virtual 

transition results in a weak ferromagnetic interaction. 

The crystal field in these three situations exhibits octahedral symmetry. However, 

cobalt ions, which replace zinc ions in co-doped ZnO, introduce tetrahedral symmetry. 
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Despite this difference, the reversed energy position of the eg and t2g orbitals in the latter 

situation does not alter the logic concerning magnetic order. The nature of coupling is 

contingent upon the angle between magnetic cations and their concentrations. Consequently, 

it's plausible that both the concentration of Co ions and the associated angle between them 

can lead to a ferromagnetic interaction. 

 

Figure I.4: Magnetic order as a function of the type of orbital of neighboring cations. The angle between two 

cations is fixed at 180°[4]. 
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I.4.3. Exchange in 3d metals 

The magnetic moments observed in transition metals like Co, Fe, and Ni arise from 

the disparity in occupancy between the majority spin and minority spin bands. The interplay 

between these magnetic moments occurs when the 3d wave functions of adjacent sites 

overlap. 

I.4.4. Double exchange 

In 1951, Zener[5, 6] introduced the double exchange model to explain 

ferromagnetism in manganites, particularly perovskites with the general formula 

AIIIxBII1−xMnO3-α, like La0.7Sr0.3MnO3-α[3]. This model utilizes oxygen ions as 

intermediaries to enable electron transfer between manganese cations with different charge 

states (III and IV), which are too far apart for direct cation-cation exchange. 

Zener's proposition establishes that the fundamental state is characterized by the parallel 

alignment of spins of localized electrons in accordance with Hund's laws. Within this context of 

parallel localized spins, electrons are poised to migrate, giving rise to both ferromagnetic interactions 

and concurrent electron delocalization. Notably, the presence of available free-charge carriers 

distinguishes this interaction from superexchange mechanisms. Consequently, the material must 

exhibit metallic behavior to facilitate the transport of electrons between Mn ions. configuration, 

both prior to and subsequent to electron transfer, can be comprehensively described using 

degenerate wave functions: 

Ѱ𝟏:𝐌𝐧+𝟑𝐎−𝟐𝐌𝐧+𝟒 

Ѱ𝟐:𝐌𝐧+𝟒𝐎−𝟐𝐌𝐧+𝟑   

 

Figure I.5: Double exchange: case of two ions Mn4+ and Mn3+ separated by an oxygen ion. 
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The system's At the same time as an electron from the Mn4+ ion jumps towards the oxygen, 

the latter gives up an electron to the other Mn ion. This is only possible if the two Mn ions 

have their spins parallel. 

I.4.5. Ruderman-Kittel-Kasuya-Yoshida (RKKY) indirect exchange: 

The RKKY (Ruderman-Kittel-Kasuya-Yosida) interaction, facilitated by electrons in 

the conduction band, constitutes a potent indirect exchange mechanism between the 

localized moments associated with the inner layer's d orbitals. In this mechanism, a d-

electron spin interacts with a conduction electron, which subsequently interacts with another 

d-electron spin. This interplay generates an energy correlation connecting the two spins. The 

orientation of the conduction electron's spin is influenced by the magnetic ion's 

surroundings, and its polarization fluctuates in an oscillatory pattern as the distance from the 

magnetic ion varies. The nature of the J coupling, whether ferromagnetic or 

antiferromagnetic, alternates based on the electron density within the free electron gas and 

the distance between the two magnetic ions. It's important to note that this interaction 

requires the presence of free charge carriers, often referred to as itinerant electrons or holes. 

Moreover, this concept has been utilized to elucidate the ferromagnetic or 

antiferromagnetic coupling between two thin layers of a ferromagnetic metal separated by a 

thin layer of a non-magnetic metal. The nature of the connection between the two layers, 

whether ferromagnetic or antiferromagnetic, depends on the thickness of the nonmagnetic 

layer [7]. 

 

Figure I.6: Schematic representation of the RKKY indirect exchange interaction. (+) and (-) represent the 

polarization of the conduction electrons as a function of the distance d from the magnetic ion located at site n0. 

↑ and ↓ represent the orientation of the magnetic moments [8]. 
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I.5. Magnetic materials for spintronics 

Spintronics, also known as spin electronics, has emerged as a pivotal technology 

within the realm of information storage in recent years. Despite the primary focus of this 

thesis on magnetic materials for microwave applications, we have chosen to include this 

segment due to the profound relevance of spintronics in shaping innovative magnetic 

materials. 

At its core, spintronics is a cutting-edge technology harnessing electron spin, 

particularly the phenomenon of spin-polarized current. Foundational works in the realm of 

spintronics include the discovery of Tunneling Magnetoresistance (TMR) by Jullière in 

1975, the observation of spin-polarized current injection from a ferromagnetic material to a 

non-magnetic metal by Johnson and Silsbee in 1985[9] , and the breakthrough discovery of 

Giant Magnetoresistance (GMR) by Fert et al. in 1988 [10] and Grünberg et al. in 1989[11]. 

Ferromagnetic materials like Fe or Co exhibit asymmetry in their d-bands for up and 

down electrons, leading to differing densities of electronic states between the two spin states, 

often referred to as majority and minority spins. Consequently, when an electron traverses a 

ferromagnetic material, its probability of diffusion varies based on its spin state. This 

difference in diffusion probabilities results in distinct electrical resistivity for spin up and 

spin down states. Consequently, an electric current flowing through a ferromagnetic material 

experiences a change in the number of electrons with spin up and spin down states, a 

phenomenon termed spin-polarization. This underlying effect forms the basis for phenomena 

such as Giant Magnetoresistance (GMR) and Tunnel Magnetoresistance (TMR). 

In essence, spintronics is an innovative avenue that capitalizes on spin-related 

phenomena to revolutionize information technologies and, by extension, drive the 

advancement of novel magnetic materials. 

I.5.1. Giant magnetoresistance (GMR) 

William Thomson developed magnetoresistance in 1857, which refers to the 

alteration in electrical resistance due to the presence of a magnetic field. After 130 years of 

theoretical exploration and applications of magnetoresistance, the development of 

measurement devices, detectors, and sensors occurred toward the close of the 1980s. 
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Figure I.7: Spin-Dependent Transport Mechanism in Giant Magnetoresistance (GMR) Structures. 

The Giant Magnetoresistance (GMR) effect is a quantum phenomenon that manifests 

in a structure known as a Ferro/Metal/Ferro stack[12]. These devices comprise two thin 

ferromagnetic layers separated by a non-magnetic conducting layer. Ferromagnetic 

electrodes are commonly crafted from materials like iron, cobalt, and their alloys, while the 

non-magnetic layer employs materials such as copper and chromium. The GMR effect, 

which leads to significant changes in electrical resistance, revolutionized the landscape of 

magnetoresistance and paved the way for numerous applications. 

I.5.2. Tunnel Magnetoresistance (TMR) 

The Tunnel Magnetoresistance (TMR) phenomenon is discernible in 

Ferro/Isolan/Ferro systems. It manifests as fluctuations in electrical resistance that arise as 

an electric current tunnels through an insulator, contingent on the arrangement of 

ferromagnetic materials. Given that the conduction in both ferromagnetic materials is solely 

quantum in nature, the TMR is contingent on the variance in states accessible through the 

barrier. 

The Magnetic Tunnel Junction (MTJ) stands as the predominant device harnessed in 

contemporary technologies (e.g., MRAM memory) to exploit the TMR effect. In this 

structure, two ferromagnetic electrodes are demarcated by a dielectric barrier, commonly 

composed of materials like MgO or Al2O3. While Jullière[12] made the initial observations 
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of this phenomenon in 1975, it wasn't until 1995 that TMR garnered renewed attention, 

bolstered by the work of Moodera et al. on Co/Al2O3/CoFe stacks [13]. 

Recent advancements have illuminated that employing Heusler materials as electrodes in 

Magnetic Tunnel Junctions (MTJs)[14, 15] can yield substantial TMR values, signifying a 

promising avenue for enhancing the efficiency of these devices. 

I.6. Spin polarization 

In the realm of spintronics, a key parameter for characterizing the properties of a 

magnetic layer is spin polarization. This property quantifies the degree of asymmetry in 

densities of states at the Fermi level (EF) between spin up and spin down states. The 

following expression serves as a definition for this intrinsic material characteristic that 

quantifies spin asymmetry. 

𝑃 =
𝑁↑(𝐸𝐹)−𝑁↓(𝐸𝐹)

𝑁↑(𝐸𝐹)+𝑁↓(𝐸𝐹)
                                                         I.2 

Here, N↑(EF) and N↓(EF) denote the values of the densities of states for majority and 

minority spins, respectively, at the Fermi level (EF). It's important to note that spin 

polarization phenomena are highly intricate, and there is currently no single model that can 

comprehensively unify all the observed outcomes. 

Indeed, research has revealed that the spin polarization of an electrode is influenced 

by the ferromagnetic/insulator interface[16]. Depending on the specific type of barrier 

employed, the sign or magnitude of spin polarization from the same electrode can undergo 

changes. For example, the alumina barrier favors s states, resulting in a positive spin 

polarization value when measuring cobalt through a tunnel junction[17]. On the contrary, a 

strontium titanate (SrTiO3) barrier yields negative polarization, favoring d states[17]. 

Moreover, spin polarization measurements acquired via field emission techniques can 

exhibit varying signs contingent upon the crystallographic direction. 

The experimental determination of a material's spin polarization is challenging due 

to the variability in measurement outcomes. To accurately discuss the spin polarization of a 

material, the nature of the barrier, identical to the second electrode, must be specified. 

Additionally, the value of spin polarization is influenced by temperature, further 

complicating the picture. Therefore, to compare spin polarization levels across different 
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materials, it's crucial to employ the same measurement method and equipment, including 

consistent barrier and top electrode choices. 

I.7. Half-metallic materials 

I.7.1. Definition of a half-metal 

The term "half-metal" originates from the fusion of a metal with a semiconductor or 

insulator. In the early 1980s, Groot Afin coined the term "half-metal" to describe the band 

structure of Heusler alloys [18]. According to de Groot's definition, A half-metal is a material 

in which conduction electrons are exclusively allowed to possess one spin direction, while a 

gap at the Fermi level exists for the other spin direction. Essentially, only either spin-up or 

spin-down electrons contribute to conduction (see Figure I.8), leading to 100% spin 

polarization within half-metal materials. 

Typically, half-metals are found in conducting oxides like Fe3O4 [19], La0.7Sr0.3MnO3 

[20], or in lacunar alloys, specifically half-Heusler alloys like NiMnSb[21]. 

These materials exclusively present a d-band at the Fermi level. However, it's 

important to note that this definition and the depiction in the C diagram (Figure I.8) are 

limited, as they correspond to a specific subset of half-metals. 

 Contrary to popular notion, robust ferromagnets such as Co or Ni do not equate to 

half-metals. In reality, the 4s bands at the Fermi level in these materials are non-polarized, 

while the 3d bands of Co or Ni are highly polarized with 100% spin. Thus, the Fermi level 

contains either up or down electrons. To achieve a half-metallic state, the 3d and 4s bands 

need to hybridize in a manner that shifts the Fermi level away from the 4s band. This implies 

that no single-atom substance can exhibit half-metallicity. Additionally, it's crucial to 

differentiate between half-metals and half-metals like bismuth. The latter contain an equal 

number of holes and electrons due to minimal overlap between the valence and conduction 

vands, unlike the distinct polarization seen in true half-metals. 
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Figure I.8: Schematic representation of the densities of states and spin polarization of a non-ferromagnetic 

metal (A), a ferromagnetic material (B) and a half-metallic material (C). 

I.7.2. Examples of half-metals 

First of all, the materials in Table I.1 don't seem to have much in common in terms 

of crystallographic structure. have much in common in terms of crystallographic structure, 

even though they are all are all half-metallic. 

Table I.1: Examples of half-metals. 

Structure Material P à 5K Ms (μB/u.f) Tc (K) References 

Rutile  AO2 CrO2 96% 2 390 [22]   

Spinel  AB2O4 Fe3O4 / 4 840 [19] 

Heuslers  A2MnB Co2MnSi   89% 5 985 [23] 

Half  Heuslers  AMnB NiMnSb / 4 730 [20] 

Manganites  ABMnO3 La1-x SrxMnO3 95% / 340 [24] 

Dilute magnetic SCs (Ga,Mn)As 85% / 110 [25] 

Double perovskite Sr2FeMoO6 85% 4 415 [26] 

 

Furthermore, only a limited subset of half-metals have achieved near 100% spin 

polarization, primarily due to the inherent challenges in polarization detection and material 

synthesis. Among the difficulties, it's noteworthy that many half-metals (referred to as types 

I and II, as elaborated in the subsequent section) exhibit magnetism equivalent to an integer 

number of Bohr magnetons a concept elucidated by the visual representation at the top. 
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Specifically, the relation n = n + n results in an integer due to complete state occupation, as 

illustrated in Figure I-8. Consequently, the magnetization equates to an integer value of Bohr 

magnetons, as expressed by the formula Ms = (n + n) μB. 

Lastly, it's worth highlighting that diverse half-metals possess distinct Curie 

temperatures. In terms of practical applications, half-metals with Curie temperatures 

surpassing room temperature hold greater allure. This preference arises from the fact that a 

reduction in polarization corresponds with the loss of ferromagnetic order[27]. While certain 

half-metals like magnetite exhibit notably high Curie temperatures, challenges in 

manufacturing thin films, possibly due to parasitic phases, can complicate their practical 

implementation. 

I.7.3. Clasification of half-metals 

Coey and Venkatesan's classification[28] of half-metals is outlined below, 

differentiating between five distinct types of half-metals. They establish an A family for 

conduction through "up" electrons and a B family for conduction through "down" electrons 

within each type. 

Type-I Half-Metals: This category involves instances where either the hybridization 

of the 4s energy levels with the 2p oxygen states lifts the 4s levels above the Fermi level, or 

p-d hybridization shifts the Fermi level downwards into the d band, well beneath the 4s band. 

Type IA is characterized by solely "up" electrons at the Fermi level, exemplified by materials 

like CrO2 and NiMnSb. In contrast, type IB features "down" electrons at the Fermi level, as 

seen in cases like Sr2FeMoO6. 

Type-II Half-Metals: In this type, electrons are localized, and conduction ensues through 

hopping between sites with the same spin. An example of type IIB half-metal is magnetite. 

Coey and Venkatesan's categorization offers a comprehensive framework for understanding 

the diverse configurations and behavior of half-metals based on their electronic properties 

and spin polarization characteristics. 
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Figure I.9: Density of states of a type I or type II half-metal. Type II half-metals differ from type I half-metals 

in that the d-band is sufficiently narrow for electrons to be localized. Type A half-metals are conduced by up 

electrons, while type B half-metals are conduced by down electrons. 

Type-III half-metals: "up" electrons at the Fermi level are localized and "down" ones 

delocalized, or vice versa. Electrons of a single spin orientation contribute significantly to 

conduction, due to a large difference in effective masses between "up" and "down" electrons. 

La0.7Sr0.3MnO3 is type IIIA, as it is the "up" electrons that contribute to conduction.  

 

Figure I.10: density of  States for a class IIIA half-metal. 

It is classed as type IIIA because there are states accessible at the Fermi level for both "up" 

and "down" spins. However, the "down" spin electrons are confined, thus only the "up" 

electrons engage in conduction. 

Type-IV half-metals: These are magnetic half-metals with a large difference in effective 

mass between, for example, down-spin electrons and up-spin holes. Tl2Mn2O7 is of type 

IVB, and is currently the only known ferromagnetic half-metal. A half-metal, such as 

bismuth or graphite, is generally non-magnetic and has a small, equal number of electrons 

and holes due to a slight overlap between the valence and conduction bands. 
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Figure I.11: Density of states of an IVA half-metal type. Type IV refers to half-metals. Here, the "up" spin 

electrons are itinerant and the "down" spin electrons are localized. 

Type-V half-metals: This refers to magnetic semiconductors, such as (GaMn)As, in which 

the valence bands for the two spin orientations are shifted relative to each other, creating 

"down" spin holes, for example. EuO and GaN:Mn are VA and SnO2:Fe are VB. A magnetic 

semiconductor can be a half-metal if one of these three conditions is met: the valence bands 

for the two spin orientations are offset from each other so that the Fermi level passes through 

an energy gap for one of the two spin directions, the conduction bands for the two spin 

orientations are offset from each other so that the Fermi level passes through an energy gap 

for one of the two spin directions, the dopant creates a band for which the Fermi level passes 

through an energy gap for one of the two spin directions. 

 

Figure I.12: Two types of density of states of a VA-type half-metal. 

It concerns magnetic semiconductors, such as (GaMn)As. On the left, the conduction bands 

are shifted for both spin directions, and the Fermi level passes through an energy gap for the 

"down" spin. On the right, the dopant bands are shifted for both spin directions, and the 

Fermi level passes through an energy gap for the "down" spin. 
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II.1. Introduction 

Since its inception in 1988, when Albert Fert's team in France and Peter Grünberg's 

team in Germany made the groundbreaking discovery of giant magneto-resistance an 

achievement that earned them the 2007 Nobel Prize in Physics spintronics has become a 

crucial foundation of information storage technology. Revisiting this pivotal discovery is 

essential, as it marked the first use of electron spin polarization in charge transport within 

electronics. This phenomenon involves manipulating the magnetization orientation in 

devices using external stimuli, such as magnetic fields, by leveraging the quantum spin 

properties of electrons. The notion of this influence was initially postulated by Mott in 1936 

and subsequently underwent empirical validation and theoretical elucidation in the late 

1960s [1].  

Recently, there has been a surge of interest in spintronics applications focusing on 

Heusler alloys that exhibit partial magnetism[2]. The Heusler alloy class includes more than 

3000 recognized compounds, first discovered by Fritz Heusler in 1903 during his 

investigation of the ferromagnetic properties of the Cu2MnAl alloy[3]. 

The primary combinations of Heusler alloys are visually depicted in the 

accompanying illustration. Due to their versatile range of properties, these compounds 

exhibit characteristics similar to those of half-metals, semiconductors, superconductors, and 

a variety of other materials. 

Figure II.1: Periodic Table of Elements showing possible combinations of Heusler alloys. 
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Surprisingly, the properties of numerous Heusler compounds can be predicted 

through valence electron calculations[4]. For instance, non-magnetic Heusler compounds 

with approximately 27 valence electrons are known to be superconductors. 

Conversely, a significant subgroup of Heusler compounds consists of 

semiconducting alloys, with over 250 distinct combinations. These alloys are considered 

pioneering resources for energy-related applications. By simply adjusting their chemical 

composition, a wide range of band gaps, from 0 to 4 eV, can be achieved, demonstrating 

their versatility in advancing energy technologies. 

II.2. Heusler alloys 

The arrangement of atoms in Heusler phases is dictated by their electronegativity. 

These compounds adopt the crystalline structure of Cu2MnAl and have a general formula of 

X2YZ, conforming to the Fm3m space group[5]. Typically, X and Y represent transition 

metals, while Z is either a non-magnetic metal or a non-metal element. 

However, there are exceptions, such as LiCu2Sb and YPd2Sb, where the sequence is 

more adaptable and guided by the positioning of the most electropositive element. According 

to the nomenclature established by the International Union of Pure and Applied Chemistry 

(IUPAC), the most electropositive element is listed first in these cases[6]. 

II.2.1. Half Heusler 

Due to their recently discovered atypical physical attributes, half-Heusler compounds 

are attracting considerable interest. These half-Heusler (HH) alloys, characterized by a cubic 

C1b crystal structure, represent an extraordinary category of compounds, exhibiting a wide 

range of intriguing properties and applications[7].  

In the XYZ composition of the half-Heusler structure, Z is a main group element, 

while X and Y are transition metals[8]. 
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II.2.2. Full Heusler 

The designation "full-Heusler" is frequently used to refer to a category of intermetallic 

compounds identified by the chemical formula X2YZ. In this formula, X and Y symbolize 

transition metals, while Z pertains to an element within groups III to V of the periodic table. 

This formulation highlights the repetition of the metal (X) twice at the beginning of the 

formula, representing the more electropositive element. Conversely, the more 

electronegative element is positioned at the end of the formula. However, there are instances 

where Y is substituted by either a rare earth element or an alkaline earth metal.  

 
Figure II.2: Representative diagrams of the cubic meshes of a full Heusler alloy and a half Heusler alloy. 

II.2.3. Quaternary Heusler alloys 

Another category of Heusler alloys is known as quaternary Heusler compounds, 

consisting of four distinct chemical elements. This composition involves two different 

elements, X and X', located at the 4a and 4d sites respectively. Meanwhile, the Y element is 

positioned at the 4b site, and element Z occupies the 4c positions. 

These compounds adopt a structure similar to the LiMgPbSb[9] type, characterized 

by the F-43m (N 216) space group and the chemical formula XX'YZ. Here, X, X', and Y 

represent transition metals, while Z denotes an element from the sp group. Notably, X' atoms 

typically have a lower valence than X atoms, and Y atoms exhibit a valence lower than both 

X and X'. 
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Tableau II.1: Atomic Sites of Inequivalent Combinations in Quaternary Heusler Alloys 

Element X X’ Y Z 

Type I 4𝑐(1
4⁄  , 1

4⁄  , 1
4⁄  ) 4𝑑(3

4⁄  , 3
4⁄  , 3

4⁄  ) 4𝑑(3
4⁄  , 3

4⁄  , 3
4⁄  ) 4𝑑(3

4⁄  , 3
4⁄  , 3

4⁄  ) 

Type II 4𝑏(1
2⁄  , 1

2⁄  , 1
2⁄  ) 4𝑑(3

4⁄  , 3
4⁄  , 3

4⁄  ) 4𝑐(1
4⁄  , 1

4⁄  , 1
4⁄  ) 4𝑎( 0 ,0 , 0 ) 

Type III 4𝑎( 0 ,0 , 0 ) 4𝑑(3
4⁄  , 3

4⁄  , 3
4⁄  ) 4𝑏(1

2⁄  , 1
2⁄  , 1

2⁄  ) 4𝐶(1
4⁄  , 1

4⁄  , 1
4⁄  ) 

 

Figure II.3: Crystal structure of quaternary-Heusler (Type I, Type II, Type III). 

II.2.4. Double half-Heusler 

The search for novel materials, such as Heusler alloys, has captured the scientific 

community's attention[10, 11] due to their remarkable properties including phase transitions, 

magneto-resistance, spintronic applications, half-metallicity, and shape memory effects[12, 

13]. Heusler alloys are undergoing intensive theoretical and experimental investigation[14, 

15]. 

Recently, double half-Heusler (DHH) materials have also garnered significant 

interest worldwide. One major attraction is their potential applications across various fields. 

Based on the substitution sites in the XYZ phase, double half-Heusler compounds are 

categorized into three groups with the following formulas: X'X''Y2Z2, X2Y'Y''Z2, and 

X2Y2Z'Z''. Heat transport in double half-Heuslers is constrained by disordered scattering, 

primarily affecting low-frequency phonon modes with reduced group velocities. 

A notable example is the synthesis of the double half-Heusler compound Ti2FeNiSb2 [16], 

which exhibits significantly lower lattice thermal conductivity compared to TiCoSb. Using 

first-principal approaches, researchers have computed and investigated the structural, elastic, 

electrical, optical, and vibrational characteristics of Ti2FeNiSb2 and Ti2Ni2InSb DHH 

compounds [17]. 
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II.3. Classification and crystal structure of Heusler alloys 

Heusler alloys can be classified into two primary categories based on their atomic 

and crystal structures. This classification hinges on how atoms are arranged within the 

crystal lattice. Changes in the distribution of atoms at lattice sites can profoundly impact the 

electronic configuration of Heusler alloys, potentially altering their magnetic and transport 

properties[18, 19]. The ordering of atoms plays a crucial role in determining the properties 

of Heusler alloys. These atoms are arranged in specific structures such as the C1b and L21 

for half-Heuslers, and the Y-type structure for full-Heuslers, respectively. 

II.3.1. Crystal structure of half-Heusler alloys 

The alloys in this category follow a chemical composition of the form XYZ. Half-

Heusler alloys are intermetallic ternary compounds characterized by two distinct types of 

transition metals, denoted as X and Y, with Z serving as a sp-element with a specific valence. 

These alloys adopt a cubic C1b crystalline structure. 

This structural type can be defined by three face-centered cubic (fcc) sublattices, each 

populated by atoms X, Y, and Z[20]. This arrangement is typical for this structural type, 

where the Wyckoff positions are designated as 4a (0,0,0), 4b (1/2,1/2,1/2), and 4c 

(1/4,1/4,1/4). Table II.2 provides a comprehensive overview of these distinct possibilities. 

Table II. 2: Different possibilities for occupying non-equivalent sites in the C1b half-Heusler structure. 

 X Y Z 

1st arrangement 4a 4b 4c 

 2nd arrangement 4b 4c 4a 

 3rd arrangement 4c 4a 4b 

The C1b half-Heusler structure resembles a ZnS sublattice, incorporating both the 4a and 4c 

positions and extending to occupy the 4b octahedral sites. This representation effectively 

explains the covalent bonding interaction between the two elements present in this alloy. 

According to this explanation, atoms occupying the 4a and 4b sites form a Rock-Salt (NaCl) 

sublattice, where the ionic arrangement depends on the specific chemical properties of the 

constituent elements. 
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II.3.2. Crystal structure of full-Heusler alloys 

Taking Cu2MnAl as a paradigm, Full-Heusler compounds adopt the L21 structure, 

corresponding to the Fm3 ̅m space group (space group number 225)[21, 22]. In this structure, 

the X atoms are located at position 8c (1/4, 1/4, 1/4), while the Y and Z atoms occupy 

positions 4a (0, 0, 0) and 4b (1/2, 1/2, 1/2), respectively. 

In addition to the L21 structure, there exists another configuration known as the inverse 

Heusler structure. This occurs when the atomic number of Y, which is within the same period 

as X, exceeds that of X (Z(Y) > Z(X)). This phenomenon is observed in transition metal 

alloys spanning different periods[23]. The formula (XY)X'Z is typically used to distinguish 

between inverse and direct Heusler alloys. The inverse Heusler structure is commonly found 

in materials where Z(Y) > Z(X), illustrated in Figure II.4. An example of such a structure is 

Mn2CoSn or (MnCo)MnSn[24, 25]. 

 

Figure II.4: Regular and inverse two structures for Mn2-based Heusler alloys depending on the position of 

the Y element[21]. 

II.4. Magnetism of Heusler alloys 

In 1903, F. Heusler made a significant discovery when he observed that the 

combination Cu2MnAl exhibited ferromagnetic properties despite the non-ferromagnetic 

nature of its constituent elements[3]. However, it took thirty years to confirm that the crystal 

structure was indeed face-centered cubic [22, 23]. 

Unfortunately, these findings faded into obscurity over the following decades, with only a 

few studies focusing on synthesizing innovative Heusler compounds emerging in the 

1970s[26, 27]. Scientific interest in Heusler materials saw a resurgence when de Groot et 

al[2] predicted the presence of half-metallic ferromagnetism in MnNiSb, followed by Kübler 

et al.'s prediction for Co2MnSn in 1983[28]. 
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As illustrated in Figure II.5, XYZ materials exclusively accommodate magnetic moments 

on octahedral sites, forming an effective magnetic sublattice. As noted in Section I.4.2, the 

only instances of magnetic half-Heusler materials with the XYZ formula are found for Mn 

and Re. This phenomenon is attributed to the localization of the magnetic moment carried 

by the four 3D electrons in Mn3+ and the four f electrons. 

 

 Figure II.5: (a) Half-Heusler alloys of the XYZ type. (b) X2YZ Heusler alloys 

II.5. Half-metallicity of Heusler alloys 

In their investigation of the band structure of half-Heusler alloys, Groot et al[2] 

introduced the term "half-metallicity" for the first time[29]. Using NiMnSb as an example, 

conventional ferromagnetic materials exhibit a density of electronic states (N(EF)) at the 

Fermi level for both majority spin electrons (up: N↑(EF)) and minority spin electrons (down: 

N↓(EF))[30].Half-metallic materials (P = 1) display markedly different conduction 

properties between minority and majority spins. They exhibit metallic behavior for one spin 

direction (having a non-zero density of states at the Fermi level), while showing 

semiconducting or insulating characteristics for the other spin direction. This results in a spin 

polarization of 100%, as depicted in Figure II.6. 

 

Figure II.6: Band structure for a (a) conventional ferromagnetic and (b) half-metallic material [33]. 



 Chapter II                                                                 Fundamentals of Heusler Alloys 

 

 

33 

Since Groot's seminal study[2], a diverse range of substances have been recognized 

as half-metals, including Heusler alloys, CrO2[31], and graphene[32]. Half-metallic 

materials are notable for their unique conduction properties, potentially achieving 100% spin 

polarization and exhibiting strong magnetoresistive effects such as tunnel magnetoresistance 

and giant magnetoresistance. 

Band structure calculations play a crucial role in understanding the electronic 

structure that determines the magnetic and half-metallic properties of Heusler alloys. 

Following the initial synthesis of cobalt-based Heusler alloys in the 1970s, Kübler[33] 

reported the first indications of half-metallicity in layers of Co2MnAl and Co2MnSn, while 

Ishida[34] discovered half-metallic behavior in Co2MnSi and Co2MnGe layers. Co2FeSi[35, 

36] has also been identified as exhibiting half-metallic behavior both experimentally and 

theoretically. 

II.5.1. Half-metallic ferromagnetism 

The study of the electronic structure of various Heusler compounds in the 1980s was 

driven by their unique magneto-optical properties, which led to unexpected discoveries. 

Certain Heusler materials exhibit half-metallic ferromagnetism, where they display metallic 

behavior for one spin orientation and insulating characteristics for the opposite spin 

orientation simultaneously[33, 37]. De Groot et al. distinguished three different forms of 

half-metallic ferromagnetism, establishing a categorization system [38].  

 

Figure II.7: Schematic illustration of the density of states of (a) a metal, (b) a metal (spin polarised), (c) a 

ferromagnet, (d) a half-metallic ferromagnet, and (e) a half-metallic ferrimagnetic half-metallic. 
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Figure.II.7 shows a schematic illustration of the density of states (DOS) (a) a metal 

with a density of states at the Fermi level, and (b) a spin-polarized representation of a metal: 

the two states are identical in both spin directions and equally occupied, (c) shows the DOS 

of a ferromagnetic material, in which the majority and minority states are shifted with respect 

to each other, leading to a measurable magnetisation. ferromagnetic (HMF) which behaves 

like a metal for one spin orientation and like an insulator for the other spin orientation. 

II.5.2. Slater–Pauling rule 

Heusler alloys, intermetallic compounds based on transition metals, exhibit more 

localized magnetism rather than itinerant features. Explaining the origin of magnetism in 

these alloys is highly challenging, as the magnetic moments of these materials vary with 

the crystal structure and the number of valence electrons (Nv). This behavior is referred to 

as the Slater-Pauling rule [39-41]. 

According to Slater and Pauling[39, 40], the magnetic moment of a metal can be 

predicted based on the number of valence electrons it possesses. 

The total magnetic moment is shown against the number of valence electrons in 

Figure II.8 (Slater-Pauling behavior). The positive component (+B/1e) and the negative part 

(-B/1e).The magnetic moment per atom is given by the relationship:  

m≈Nv-6                                                       II.1 

Where Nv is the number of valence electrons 

The total magnetic moment is given by the number of majority electrons in excess (0↑) 

compared to the minority electrons (N↓): 

M =N↑ - N↓                                                        II.2 

The number of valence electrons per cell is determined by: 

 NV=N↑ + N↓         II.3 

and the total magnetic moment becomes: 

Mtotale= NV – 24                                                   II.4 
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This relationship is called the generalized Slater-Pauling rule, it is used to determine their 

magnetic moments. 

Figure II.8: Slater-Pauling curve for 3d alloys as a function of the number of valence electrons [41]. 

II.5.3. Relationship between disorder and spin polarization 

To better understand the relationship between atomic disorder and spin polarization, 

Miura and colleagues[18] conducted theoretical studies on the electronic structure of the 

Heusler alloy Co2CrxFe1-xAl using first-principles calculations. Their findings indicate that 

the spin polarization remains high (over 90%) for the parent compound Co2CrAl, even when 

Cr and Al atoms are completely exchanged. 

This disorder does not significantly affect the electronic structure around the Fermi 

level, meaning the semiconducting nature of the minority states is preserved in both the L21 

and disordered B2 structures. However, increasing the Fe concentration in both the L21 and 

disordered B2 structures reduces the spin polarization in the Co2CrxFe1-xAl alloy. 

This polarization has been evaluated at 90% for the L21 structure and 70% for the B2 

structure, respectively[42]. An exchange between Co and Cr atoms exhibits a different 

behavior, leading to a significant reduction in spin polarization. Additionally, the total 

magnetic moment is linearly reduced by 3 μB per formula unit with an increasing amount of 

Co-Cr disorder. 

II.6. Gap origin in half-Heusler alloys 

 Heusler alloys are half-metallic ferromagnetic materials (HMFs), exhibiting metallic 

behavior for the majority spins and semiconducting behavior with a band gap for the 

minority spins[43]. Numerous studies have explored this electrical feature by identifying the 
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source of the band gap. Ishida et al. provided the first theoretical evidence for Co2MnSi[44], 

while Galanakis et al. examined common cobalt-based full Heusler alloys such as Co2MnGa 

and Co2MnSn[38]. 

The origin of the band gap in Heusler alloys is due to the contribution of the orbitals 

of the elements X, Y, and Z, particularly the low energy s and p orbitals in their valence 

band. These orbitals do not directly contribute to the formation of the gap but are responsible 

for the localization and positioning of the Fermi level within the forbidden band[45]. 

According to Kübler, the filling of these electronic states at these energy levels starts with 

the 8 electrons of minor spins and then progresses to the major spins[46]. 

 

Figure II.9: Illustration of the origin of the gap and the hybridization of d states in Co2YZ materials. 

The d electronic states of the Co and Y atoms interact with each other, leading to the 

hybridization of doubly and triply degenerate states, specifically eg (dx²-y², dz²) and t2g (dxy, 

dyz, dzx), respectively (see Figure II.9). The strong hybridization of the d states arises from 

the interaction between X-X (Co-Co) atoms, generating bonding and antibonding states, 

along with the contribution from the Y element. This interaction results in the formation of 

a band gap between the antibonding t2g  and eg  states (see Figure II.10, where the notations 

d1 to d5 correspond to the orbitals dxy, dyz, dzx, dx²-y², and dz², respectively). 
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Figure II.10: Illustration of the degeneration of d orbitals into two levels eg (dx2-y2,dz2)and t2g(dxy, dyz, dzx). 

II.7. Applications of the Heusler alloys: 

Heusler alloys have recently garnered significant attention due to their diverse 

characteristics, making them ideal for various device applications. One of their most notable 

features is their half-metallic nature, which has driven extensive research. This property 

makes them excellent candidates for electrodes in magnetic tunnel junctions[38]. 

A prominent practical application of these materials is in spin valves, which utilize 

their large magnetoresistance properties. A "spin valve" is an assembly of these materials 

designed to maximize magnetoresistance. This principle is crucial for the functioning of 

modern hard drive read heads, enabling their high performance. 

Figure II.11 illustrates the principle of giant magnetoresistance. In this setup, there 

are two channels for current flow: one for spin-up electrons and one for spin-down electrons. 

In a conventional conductor, these channels are equivalent. However, in a ferromagnetic 

material, the difference between them can be substantial, depending on the density of states 

at the Fermi level. In the extreme case of a half-metal, only one channel, which is metallic, 

allows conduction, while the other, which is insulating, does not contribute to current flow. 

Although Giant Magnetoresistance (GMR) was first identified in a Current-In-Plane 

(CIP) setup, the Current-Perpendicular-to-Plane (CPP) design has proven to have much more 

significant impacts. A spin valve consists of two ferromagnetic layers separated by a thin 

non-magnetic metal layer. The first layer is "pinned" by an antiferromagnetic substance, 

making it insensitive to mild magnetic fields, whereas the second layer is "free" and its 

magnetization can be influenced by the application of modest magnetic fields. 
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GMR spin valves significantly increased storage density, but with the advent of new, 

extremely fast technologies, spin-dependent tunneling devices have become the dominant 

technology. When the metal spacer in a GMR spin valve is replaced with an insulating layer, 

the magnetoresistance increases by a factor of 10. These new devices are known as Magnetic 

Tunnel Junctions (MTJs) or Tunnel Magnetoresistance devices (TMRs) because the effect 

is based on the tunneling of electrons through an insulating barrier[47]. 

 

 

 

 

 

 

 

 

Figure II.11: Working principle of giant magnetoresistance (GMR)[48]. 

Conclusion 

In this chapter, we have defined Heusler alloys and double half-Heusler materials, 

exploring their various properties and highlighting their broad and evolving field of 

applications. These materials offer numerous advantages and contributions, making them 

valuable for new technologies and applications across multiple sectors. 

Double half-Heusler materials are a unique class with a wide range of properties and 

applications. They can be synthesized and characterized using various techniques, and their 

properties can be finely tuned by adjusting the composition of the two interpenetrating 

lattices. This tunability makes them highly versatile for specific applications. 

Double half-Heusler materials are important due to their diverse applications and 

potential for further development. They are promising candidates for developing new 

materials with tailored properties for specific uses. 
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III.1. Introduction 

Understanding the physico-chemical properties of molecules or other substances 

relies on comprehending the state of the particles responsible for these qualities, namely 

electrons. In order to achieve this, early explorations into quantum mechanics aimed to 

devise an equation similar to classical mechanics, capable of effectively describing the 

movement of electrons in both space and time. 

Although traditional calculation tools can be used to investigate the properties of any 

material and tackle the specific challenges of quantum mechanics, conventional mechanics 

has proven to be insufficient, necessitating the application of quantum mechanics with its 

foundation in the solution to the Schrödinger equation. 

Solving the Schrödinger equation poses an immense challenge, bordering on the 

impossible. Since Dirac's initial approximation in 1929, which aimed to simplify the 

resolution of the characteristic equation for systems with multiple particles, there have been 

continuous advancements in methods and approximations for calculations. Over time, it has 

become increasingly evident that addressing such problems and solving systems with 

numerous atoms per unit cell requires the development of density functional theory (DFT) 

in conjunction with the local density approximation (LDA). 

In this chapter, we will first present general information about the non-relativistic 

quantum processing of a system composed of several particles, then we will discuss the two 

main families of quantum calculations: the Hartree-Fock approximation and the processing 

of correlation. electronics on the one hand, and density functional theory on the other. 

III.2. Schrödinger equation 

In the general scenario, the computation of the overall energy within a system that 

involves interacting ions and electrons is achieved by solving the stationary states of the 

Schrödinger equation [1]: 

𝜓({𝑟𝑖}, {𝑅𝐼}) = 𝐸𝜓({𝑟𝑖}, {𝑅𝐼})                                                    III.1 

This constitutes an eigenvalue equation, where Ĥ represents the Hamiltonian operator. It 

signifies a wave function of the system contingent upon the nuclei and electron coordinates. 

E denotes the complete energy of the system, symbolizing the collection of electron 
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coordinates, while symbolizing the compilation of nucleus coordinates. The Hamiltonian 

pertinent to this crystalline arrangement adheres to the subsequent structure: 

𝐻 = 𝑇𝑒 + 𝑇𝑁 + 𝑉𝑒𝑒 + 𝑉𝑒𝑁 + 𝑉𝑁𝑁                                          III.2 

The total kinetic energy of the electrons: 

𝑇𝑒 = ∑ 𝑇𝑖
𝑁𝑒
𝑖=0 = ∑

(−ħ2∆𝑖)

2𝑚𝑒

𝑁𝑒
𝑖=0                                          III.3 

Where 𝑚𝑒 is the mass of the electron. The total kinetic energy of the nuclei: 

𝑇𝑁 = ∑ 𝑇𝛼𝛼 = ∑
(−ħ2∆𝛼)

2𝑀𝐼

𝑁𝛼
𝛼=0                                                III.4 

Where 𝑀𝐼 is the mass of the nucleus.The interaction energy of the electrons, two by 

two:|𝒓⃗ 𝒊 − 𝒓⃗ 𝒋|: 

                          𝑉𝑒−𝑒 =
1

2
∑

𝑒2

|𝑟 𝑖−𝑟 𝑗|
𝑖,𝑗≠𝑖 =

1

2
∑ 𝑉𝑖𝑗𝑗≠𝑖                                   III.5  

The interaction energy of the nuclei two by two: 

                                𝑉𝑁−𝑁 =
1

2
∑

𝑍𝐼𝑍𝐽𝑒
2

|𝑅⃗⃗ 𝐼−𝑅⃗⃗ 𝐽|
𝐾
𝐼≠𝐽 =

1

2
∑ 𝑉𝐼𝐽
𝐾
𝛼≠𝛽                                  III.6  

𝑍𝐼 and 𝑍𝐽 are the atomic numbers of the nuclei I and J. The energy of interaction nuclei-

electrons: 

                        𝑉𝑒−𝑁 = −∑ ∑
𝑍𝛼𝑒

2

|𝑟 𝑖−𝑅⃗ 𝐼|

𝑁𝛼
𝛼=1 = ∑ ∑ 𝑉𝑖𝛼

𝑁𝛼
𝛼=1

𝑁𝑒
𝑖=1

𝑁𝑒
𝑖=1                              III.7  

In what follows, we will use the atomic units, which are summarized in Table III.1 

Table III.1: Atomic units. 

 

Sizes Symbol SI unit Atomic unit (u.a) 

Mass of the electron 
em  9,109. 10−31kg 1 u.a 

Electron charge e -1,022.10−19C 1 u.a 

Cinematic moment ħ 1,064.10−34J.S 1 u.a 

Length (Bohr's radius) 
𝑎0 =

4𝜋𝜀0ħ

𝑚𝑒𝑒
2

 
0,52918.10−10m 1 u.a = 1 Bohr 

Energy (Hartree) 
𝐸0 =

ħ2

𝑚𝑒𝑎0
2 

4,3598.10−18J 1u.a = 1 Hartree 
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III.3. Born-Oppenheimer approximation 

The objective of the Schrödinger equation's simplification is pursued through the 

approximation proposed by Born and Oppenheimer [2]. This approximation capitalizes on 

the substantial mass difference between electrons and nuclei. Consequently, postulating that 

a molecule's electrons maneuver within the confines of stationary nuclei stands as a 

preliminary yet fairly accurate approximation. This methodology leads to the kinetic energy 

of the nuclei being effectively nullified, while the potential energy arising from the nuclei's 

interactions remains constant. Consequently, the Hamiltonian H governing the system takes 

on the ensuing form: 

𝐻 = 𝑇𝑒 + 𝑉𝑒𝑒 + 𝑉𝑒𝑁                                                                   III.8  

The solution of the Schrödinger equation with this Hamiltonian: 

𝐻𝑒𝜓𝑒 = 𝐸𝑒𝜓𝑒                                                                                     III.9 

Is just the electronic wave function describing the movement of electrons in the field of 

nuclei: 

                                 𝜓𝑒 = 𝜓𝑒({𝑟𝑖}, ){𝑅𝐼}                                                            III.10 

           Even if this approximation greatly simplifies equation (III.1) by decoupling the 

movement of electrons from that of nuclei, equation (III.9) still cannot be solved exactly 

because of the poly-electronic character of the wave function of the interacting electron 

system, so further simplifications must be applied. 

Due to the intricate nature of the electron-electron interactions, this approximation is 

insufficient on its own to solve the Schrödinger equation. It is frequently connected to the 

Hartree and Hartree-Fock[3, 4] approximations because of this. 

III.4. Hartree- Fock approximation 

a- Hartree approximation 

This is the first non-perturbative approximation that allows to approximately solve 

the Schrödinger electronic equation (III.1), it was introduced by Hartree in 1928[3], where 

he considered that the electrons are independent, that is to say each of them evolving in the 

field created by all the others. Therefore, the problem passes from a system of electron-
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electron pair repulsion to a problem of a particle immersed in an average electrostatic field 

created by the charge distribution of all the other electrons. 

Subsequently, the N-electron wave function 𝛹𝑒 reduces to a product of n single-

electron single-electron wave functions 𝛹𝑖, where the resulting function is called the Hartree 

wave function 𝛹𝐻 given by the following expression: 

                  𝛹(𝑟 ) = ∏ 𝛹𝑖(𝑟 𝑖)
𝑛
𝑖=1                                                    III.11 

Except that, in this framework, the electronic system is imperfectly described, the spin of the 

electrons and the Pauli exclusion principle are neglected. Which makes the call for another 

approximation important to better describe this term. 

b- Spin-orbit: 

The shape of the multi-electron wave function that clearly describes the behavior of 

the electron is determined from considerations that take into account the physics of the 

electron: 

(i) electrons are indistinguishable particles, electronic correlation must not be neglected. 

(ii) electrons are fermions characterized by spatial coordinates and spin coordinates (intrinsic 

angular momentum). 

Because of the second point (ii), the total wave function must be antisymmetric with respect 

to the exchange of any two particles, which was neglected by Hartree. 

In 1930, Fock[5] proposed taking into account the antisymmetry of the set to apply the Pauli 

exclusion principle, where the multi-electron wave function is written using a Slater 

determinant [05] as follows:                                 

      Ѱ𝐻𝐹 =
1

√𝑁! |
|

Ѱ1(𝑟1) Ѱ2(𝑟1)… . . Ѱ𝑁(𝑟1)

Ѱ1(𝑟2) Ѱ2(𝑟2)… . . Ѱ𝑁(𝑟2).
..

Ѱ1(𝑟𝑁)

.

..
Ѱ2(𝑟𝑁)… . .

.

..
Ѱ𝑁(𝑟𝑁)

|
|
                                          III.12 

Where each wave function is called orbital spin, because it is composed of two parts: 

a spatial orbital function and the other is a spin function (up or down), and  
𝟏

√𝑵!
 is the 

normalization constant. 
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This maneuver respects the nature of electrons (fermions), so the Pauli principle is 

respected. Slater's determinant is determined using the variational principle. The application 

of the Hamiltonian on the wave function gives the Hartree-Fock energy: 

          𝐸𝐻𝐹𝜑𝑖(𝑟𝑖) = (−
ħ2

2𝑚
𝛻𝑟𝑖
2 + 𝑣𝑒𝑁(𝑟𝑖) + ∑𝐽𝑗 − 𝐾𝑗)𝜑𝑖(𝑟𝑖)                             III.13 

The operator in parentheses is the Fock operator in which the term −
ħ2

2𝑚
𝛻𝑟𝑖
2 

corresponds to the kinetic energy of the electron i. The operator 𝑣𝑒𝑁(𝑟𝑖) describes the 

electrostatic potential between this electron and the(s) nucleus(x). The operator 𝑗𝑗 or 

Coulomb operator represents the average potential created by the other electrons and 𝑘𝑗, the 

exchange operator, the correction to this potential due to antisymmetry. 

         𝐽𝑗𝜑𝑖(𝑟𝑖) = ∫ 𝜑𝑗
∗(𝑟)

1

|𝑟−𝑟𝑖|
𝜑𝑗(𝑟)𝑑𝑟                                        III.14 

        𝐾𝑗𝜑𝑖(𝑟𝑖) = ∫ 𝜑𝑗
∗(𝑟)

1

|𝑟−𝑟𝑖|
𝜑𝑖(𝑟)𝑑𝑟                                           III.15 

The difference between these two terms is the Hartree-Fock potential energy: 

                             
1

[ ]
2

Ne

HF i j i j i

ij

V r J r K r


                                          III.16 

So, the Hartree-Fock approximation takes into account interactions more finely, a 

whole category of methods based on this approach called "Configuration Interaction" (CI, 

Configuration Interaction) [6] treats the exchange term exactly. However, because of the 

very rapid increase in the number of configurations with the number of electrons involved, 

the correlations due to short-range Coulomb interactions are neglected, which limits the 

scope of these calculations to very small systems, for the treatment of extended systems such 

as solids, it remains difficult to apply. Therefore, this method does not allow to find the exact 

energy of the real system. These limitations have been partly circumvented by the density 

functional theory. 

III.5. Density functional theory (DFT) 

DFT stands as one of the most utilized methodologies for quantum computations 

pertaining to the electronic configuration of solids in the present era. This technique holds 

the capability to alleviate the intricacies of the task at hand, rendering the computation of a 
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multi-electron system's ground state attainable. In contemporary times, the advancement of 

materials holds profound implications for technological and industrial progress. 

In accordance with density functional theory, a non-interacting system (referred to as 

"effective") can adequately encompass the intricacies of many-body phenomena, up to the 

Kohn-Sham hypothesis. This is accomplished by representing its Hamiltonian as a functional 

of the overall one-body density. However, as the theory doesn't furnish us with the specific 

form of this function, pragmatic applications necessitate the utilization of alternative 

approximations. 

III.5.1. Hohenberg-Kohn theorems 

The two theorems of Hohenberg and Kohn serve as the foundation for the formalism 

of density functional theory (DFT)[1]. 

Theorem 01: 

"The potential 𝑣𝑒𝑥𝑡(𝑟) for any interacting system of particles in an external potential 

is uniquely determined, up to an additive constant, by the density 𝑛0(𝑟)of the particles in 

their ground state." 

This theorem by Pierre Hohenberg and Walter Kohn shows that the electron density 

is the only function necessary to obtain all the electronic properties of a system. As initially 

demonstrated by Hohenberg and Kohn, due to the one-to-one correspondence existing 

between the external potential 𝑣𝑒𝑥𝑡(𝑟) and the electron density 𝑛0(𝑟)The expression for the 

electronic Hamiltonian is: 

             
1 1

2

n

i ext i

i i j ij

H v r
r




                                           III.17 

𝒗𝒆𝒙𝒕(𝒓) : External potential of the electron. 

𝒏𝟎(𝒓): Electronic density. 

It is equal to N, the total number of electrons, when it is integrated over all space. 

                                     
0

n r dr N



                                                          III.18 
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The total energy of the system can be written as the sum of three functionals: that of 

the nucleus-electron potential energy, that of the kinetic energy, and that of the electron-

electron potential energy. 

     𝐸[𝑛(𝑟)] = 𝜓|𝐻|𝜓 = 𝑉𝑁𝑒[𝑛(𝑟)] + 𝑇𝑒[𝑛(𝑟)] + 𝑉𝑒𝑒[𝑛(𝑟)]                          III.19 

By asking: 

          𝑉𝑁𝑒[𝑛(𝑟)] = ∫ 𝑛(𝑟)𝑣𝑒𝑥𝑡(𝑟)𝑑𝑟                                                           III.20 

         𝑇𝑒[𝑛(𝑟)] + 𝑉𝑒𝑒[𝑛(𝑟)] = 𝐹[𝑛(𝑟)                                               III.21 

The energy functional is then written: 

       𝐸[𝑛(𝑟)] = ∫ 𝑛(𝑟)𝑣𝑒𝑥𝑡(𝑟)𝑑𝑟 + 𝐹[𝑛(𝑟)]                                       III.22 

Where 𝐹[𝑛(𝑟)] is the universal functional of Hohenberg and Kohn, which gathers all 

the terms independent of the external potential. This functional contains electron kinetic 

energy and electron-electron repulsive potential energy. 

Theorem 02: 

"There exists a universal functional E(n) that expresses the energy as a function of the 

electronic density 𝒏(𝒓), valid for any external potential 𝒗𝒆𝒙𝒕(𝒓). For each specific 𝒗𝒆𝒙𝒕(𝒓), 

the energy of the system's ground state is the value that minimizes this functional, and the 

associated density 𝒏(𝒓) corresponds to the exact density n0 (r) of the ground state." 

  This second theorem shows that the energy appears as a functional of the density, 

and that for any exterior potential, the density that minimizes this functional is the exact 

density of the ground state. 

Let n be a density such that: 𝑛(𝑟) ≥ 0  And    ∫ 𝑛(𝑟)𝑑𝑟 = 𝑁
∞

0
 ; so:   0E n r E     

This second theorem can be stated as follows: The energy associated with any density 

satisfying the boundary conditions and at a potential is greater than or equal to the energy 

associated with the ground state electron density. 
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Noticed: 

This theorem is based on the variational principle analogous to that proposed in the 

Hartree-Fock approach for a functional of the wave function, but applied this time to a 

functional of the electronic density: 
 

0
E n r

n

    


 

III.5.2. Kohn-Sham method 

The foundation of the Kohn-Sham theory[7] rests upon the concept that a 

supplementary system comprising non-interacting particles can emulate the ground state 

density of a system comprising N interacting particles. This assemblage of hypothetical 

independent particles evolves to create an effective potential, standing in for the authentic 

system comprised of interacting electrons. This potential operates within the confines of an 

exchange and correlation functional concerning the electron density, denoted by: 

   
2

1

n

i

i

n r r


                                                                   III.23 

Where: 𝜓𝑖(𝑟)  is the wave function of the 𝑖è𝑚𝑒 electron. We use the variational principle to 

obtain the energy of the ground state and the density giving the functional 𝐸[𝑛(𝑟)]. 

   𝐸[𝑛( 𝑟)] = 𝑇𝑓𝑖𝑐𝑡𝑖𝑓[𝑛(𝑟)] + 𝑉𝐻[𝑛(𝑟)] + ∫ 𝑛(𝑟)𝑣𝑒𝑥𝑡(𝑟)𝑑𝑟 + 𝑉𝑥𝑐[𝑛(𝑟)]                  III.24 

𝐸[𝑛(𝑟)] = 𝑇𝑓𝑖𝑐𝑡𝑖𝑓[𝑛(𝑟)] +
1

2
∫
𝑛(𝑟)𝑛(𝑟′)

|𝑟−𝑟′|
𝑑𝑟𝑑𝑟′ + ∫ 𝑛(𝑟)𝑣𝑒𝑥𝑡(𝑟)𝑑𝑟 + 𝑉𝑥𝑐[𝑛(𝑟)]            III.25 

With: 𝑉𝐻 =
1

2
∫
𝑛(𝑟)𝑛(𝑟′)

|𝑟−𝑟′|
𝑑𝑟𝑑𝑟′: is the Hartree energy. 

𝑉𝑥𝑐[𝑛(𝑟)]: The term that includes the effects of exchange and correlation. 

𝑇𝑓𝑖𝑐𝑡𝑖𝑓: is the kinetic energy of the ground state of our fictitious system. 

Then we can write the Kohn-Sham equations: 

𝐻𝐾𝑆𝜓𝑖 = 𝜀𝑖𝜓𝑖                                                         III.26 

                        (𝑇𝑓𝑖𝑐𝑡𝑖𝑓 + 𝑉𝐻 + 𝑉𝑥𝑐 + 𝑣𝑒𝑥𝑡)𝜓𝑖 = 𝜀𝑖𝜓𝑖                                        III.27 
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III.5.3. Self-consistency in calculations 

1- Use a test density as the calculation's starting point. Exactly an atomic superposition 

of densities. 

2- Take samples from the Brillouin zone to determine the point-by-point density and 

exchange-correlation potential. 

3- Determine the KS matrix. 

4- To get the KS orbitals, solve the equations for the expansion coefficients. 

5- Determine the updated density. 

6-  If the energy or density has significantly changed (convergence requirements), go to 

step1. 

7-  Proceed to the following step if the convergence requirements are fulfilled. 

8-  Complete the computation; end of calculation 

9- This algorithm can be presented by the diagram below: 

Figure III.1: Solution of the Kohn-Sham equations: Self-consistent cycle [8]. 

𝝆𝒊𝒏(𝒓) 

Calculate the potential 

𝑽(𝒓) 

Solve the equations of 

Kohn and Sham 

Calculate 𝝆𝒐𝒖𝒕 

𝝆𝒊𝒏(𝒓) 𝒂𝒏𝒅 𝝆𝒐𝒖𝒕(𝒓) 

𝝆𝒊𝒏
𝒊+𝟏 = 𝟏 − 𝜶𝝆𝒊𝒏

𝒊

+ 𝜶𝝆𝒐𝒖𝒕
𝒊  

Result 

Convergence 

No Yes 
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III.5.4. Exchange-correlation 

The widely adopted technique for approximating the exchange-correlation term is 

the local density approximation, denoted as LDA[9]. The underlying concept involves 

regarding the exchange-correlation potential as a local parameter with a mild dependence on 

density fluctuations at a given position, r. This approximation forms the cornerstone of 

contemporary exchange-correlation functionals and can be defined as follows: 

                     𝐸𝑥𝑐
𝐿𝐷𝐴[𝑛(𝑟)] = ∫ 𝑛(𝑟)𝜀𝑥𝑐[𝑛(𝑟)]𝑑𝑟                                        III.28 

Where: 𝑬𝒙𝒄
𝑳𝑫𝑨[𝒏(𝒓)]: is the exchange and correlation energy per electron in an electron gas 

whose distribution is assumed to be uniform. 

𝜀𝑥𝑐[𝑛(𝑟)]: is the exchange-correlation energy per particle of the uniform electron gas of 

density n(r). Furthermore, 𝜀𝑥𝑐[𝑛(𝑟)] can be considered as the sum of an exchange and 

correlation contribution: 

                        𝜀𝑥𝑐[𝑛(𝑟)] = 𝜀𝑥[𝑛(𝑟)] + 𝜀𝑐[𝑛(𝑟)]                                     III.29 

 

The term of exchange, commonly called "Dirac exchange (symbolized by S because 

this expression was taken up by Slater [10]) is known exactly: 

                     𝜀𝑥
𝑠[𝑛(𝑟)] = −

3

4
(
3𝑛(𝑟)

𝜋
)

1

3
                                                III.30 

The correlation part 𝜀𝑐[𝑛(𝑟)] cannot be expressed exactly. 

 III.6. Generalized-gradient approximations (GGA) 

This technique integrates the density gradient to elucidate the influence of exchange 

and correlation effects. While non-local elements are encompassed, the LDA approach 

maintains its local nature by considering a density akin to that of a uniform gas. Indeed, the 

density gradient facilitates the incorporation of density fluctuations in proximity to each site. 

Consequently, we formulate the following [11]: 

𝐸𝑥𝑐
𝐺𝐺𝐴[𝑛(𝑟)] = ∫ 𝜀𝑥𝑐[𝑛(𝑟), 𝛻𝑛(𝑟)]𝑛(𝑟)𝑑𝑟                                     III.31 
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Several functionals of this type exist among which PW91 (Perdew and Wang), PBE 

(Perdew-Burke-Ernzerhof), PBESol (improved version for the description of the equilibrium 

geometry of compact systems) and WC (Wu and Cohen). 

III.7. Local density (LDA) and generalized gradient (GGA) 

approximations with spin polarization 

The electron densities in magnetic materials depend on the spin polarization: 𝝆(↑) is 

distinct from 𝝆(↓), which stands for the majority and minority spin electron densities, 

respectively. Depending on whether gradient adjustments are used or not, the following 

formulas yield the exchange and correlation energies: 

For a polarized spin system the equation (III.36) becomes: 

       𝐸𝑥𝑐
𝐿𝐷𝐴[𝜌(↑), 𝜌(↓)] = ∫𝜌(𝑟 )𝐸𝑥𝑐[𝜌(↑), 𝜌(↓)]  𝑑𝑟                                       III.32 

For a polarized spin system the equation (III.39) becomes: 

      𝐸𝑥𝑐
𝐺𝐺𝐴[𝜌(↑), 𝜌(↓)] = ∫𝜌(𝑟 ) 𝑓[𝜌(↑)(𝑟 ), 𝜌(↓)(𝑟 ), ∇𝜌(↑)(𝑟 ), ∇𝜌(↓)(𝑟 )]𝑑𝑟            III.33 

III.8. LDA and GGA approximations with Hubbard correction 

LSDA/GGA exhibits a tendency to underestimate the gap observed in 

semiconductors and insulators, leading to an inability to accurately predict the characteristics 

of excited states, despite its many accomplishments. Particularly, the Hubbard component, 

signifying the effective intrasite coulombic repulsion among localized electrons, emerges as 

significant, especially in systems featuring d or f orbitals, where localization is pronounced. 

This demands the inclusion of intra-atomic correlations. 

In addressing this, an alternative technique known as the DFT+U method emerges. 

This approach melds the DFT method (LSDA or GGA with spin polarization) with a 

Hubbard Hamiltonian denoted as 𝑯Hubbard. The aim is to introduce robust, shielded intra-

site coulombic interactions between d electrons[12, 13]. A straightforward variation of 

DFT+U, founded upon a Hamiltonian akin to the following form, was presented by Dudarev 

et al. [14]. 

𝐻𝐻𝑢𝑏𝑏𝑎𝑟𝑑 =
𝑈

2
∑ 𝑛𝑚(↑)𝑛𝑚′(↓)
.
𝑚,𝑚′ +

(𝑈−𝑗)

2
∑ 𝑛𝑚(↑)𝑛𝑚′(↓)
.
𝑚≠𝑚′                   III.34 
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Where 𝑛𝑚(↑) is the operator that indicates how many electrons are present in an 

orbital at a specific location that has the magnetic quantum number 𝑚(↑) and spin. U, the 

spherically averaged Hubbard parameter, expresses the energy expenditure involved in 

adding an additional electron to a certain location. 

𝑈 = 𝐸(𝑓𝑛+1) + 𝐸(𝑓𝑛−1) − 2𝐸(𝑓𝑛)                                           III.35 

           J stands for the exchange energy that is screened. J is a rough estimate of the Stoner 

exchange parameter, while U relies on the spatial extent of the wave functions and the 

screening. The intrasite Coulomb repulsion is defined by the parameters U and J. 

The energy contributions that the DFT functional has previously taken into 

consideration are included in the Mott-Hubbard Hamiltonian. The energy of the DFT+U 

functional in spin polarization of Dudarev et al[14], is stated as follows after deducting the 

twice-counted components from the energy provided by the traditional DFT method: 

     𝐸DFT+U = 𝐸𝐷𝐹𝑇 +
(𝑈−𝑗)

2
∑ (𝑛𝑚(↑)−𝑛𝑚(↑)

2 ).
𝑚(↑)                                  III.36 

In this method, U and J act together rather than independently (Ueff = U - J). The value of U 

is typically determined by extra computations known as "constrained LSDA 

calculations"[15] or through the outcomes of experiments. 

III.9. Calculation method 

III.9.1. Introduction  

There are three categories of approaches for solving the Schrödinger equation based 

on density functional theory (DFT) that have been developed by researchers in recent years 

and are known as first-principles methods: 

 Methods based on a linear combination of atomic orbitals (LCAO)[16, 17], usable, 

for example, for the "d" bands of transition metals. 

 The methods derived from orthogonalized plane waves (OPW)[17, 18] better 

adapted to the adapted to the conduction bands of "s-p" character of simple metals. 
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 The cellular methods of the augmented plane wave (APW) type[19] and the Green's 

function of Korringa, Kohn and Rostoker (KKR)[20, 21] applicable to a wider 

variety of materials. variety of materials. 

 The linearized methods developed by Andersen: Linearized Augmented Plane 

Waves (LAPW)[22] and Linearized Muffin-Tin Orbitals (LMTO), allow to gain 

several orders of magnitude in computation time. 

III.9.2. Augmented plane wave method (APW) 

      In order to characterize the crystal potential, Slater[23] introduced the muffin-tin 

approximation in 1937 and devised a novel APW approach, proposing a radial step. This 

approximation results in the division of the unit cell into two different sorts of areas[24] 

(Figure III.2): 

1- a region called interstitial region (I) far from the nuclei where electrons are more or 

less free. 

2- a region inside atomic spheres "muffin tin" in the vicinity of the nucleus, the electrons 

behave more or less as if they were in an isolated atom. 

                    ∅(𝑟 ) = {

1

𝛺
1
2⁄
 ∑ 𝐶𝐺𝐺 𝑒𝑖(𝐺 +𝐾⃗⃗ )𝑟                   𝑟 ∊ 𝐼

͘
∑ 𝐴𝑙𝑚𝑈𝑙(𝑟)𝑌𝑙𝑚(𝑟)               𝑟 ∊ 𝑆𝑙𝑚

                                           III.37 

𝛺 : Volume of the unit mesh. 

𝑌𝑙𝑚 : Spherical harmonics.  

𝐶𝐺 : Development coefficients.  

𝑈𝑙(𝑟) : The regular solution of the following equation [25] : 

           {
𝑙(𝑙+1)

𝑟2
−

𝑑2

𝑑𝑟2
+ 𝑉(𝑟) − 𝐸𝑙} 𝑟𝑈𝑙(𝑟) = 0 I                                              III.38 

Where 𝑬𝒍 : energy parameter.  

𝑉(𝑟) : The spherical component of the potential in the sphere. 
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Figure III.2: Diagram of the distribution of the elementary mesh into atomic spheres and interstitial 

region[26]. 

Any Eigen state of the sphere's center is orthogonal to the radial functions that are 

specified by this equation. The Schrödinger equation below illustrates how the orthogonality 

of these functions vanishes near the sphere's edge[27]: 

            (𝐸1 − 𝐸2)𝑟𝑈1𝑈2 = 𝑈2  
𝑑2𝑟𝑈1

𝑑𝑟2
− 𝑈1  

𝑑2𝑟𝑈2

𝑑𝑟2
                                 III.39 

𝑈1, 𝑈2 : are the radial solutions for these energies  𝐸1 et 𝐸2 respectively. 

 

In the case of a spherical potential, the solutions are the radial functions. When the 

symmetry of the material diminishes, the approximation becomes less and less accurate. It 

is particularly accurate for materials with a face-centered cubic structure. 

For ensure continuity of the ∅(𝑟 ) function at the surface of the MT muffin-tin sphere, 

the 𝐴𝑙𝑚 coefficients must be developed as a function of the existing plane wave 𝐶𝐺 

coefficients in the interstitial region: 

       𝐴𝑙𝑚 =
4𝜋𝑖𝑙

𝛺
1
2⁄ 𝑈𝑙(𝑟𝑙)

∑ 𝐶𝐺𝑗𝑙𝐺 (|𝐾 + 𝐺|𝑟𝑙)𝑌𝑙𝑚
∗ (𝐾 + 𝐺)                             III.40 

𝒋𝒍 : The Bessel functions. Where the origin is taken at the center of the sphere and 𝑟𝑙 is its 

radius, Thus the 𝐴𝑙𝑚  are completely determined by the plane wave coefficients, and the 

energy parameters 𝐸𝑙 are variational coefficients in the method (APW). In the interstitial 

zone, the wave functions behave like plane waves, whereas in the core region, they get larger 

and take on the characteristics of radial functions. 
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To overcome this problem, several modifications to the APW method have been 

made, including those proposed by Koelling[27] and by Andersen[22]. 

III.9.3 Linearized augmented plane wave method (FP-LAPW) 

Although the APW method possesses asymptotic properties, its primary limitation 

lies in its optimal performance being restricted to uncomplicated systems featuring a limited 

count of eigenvalues. This constraint prompted the inception of the linearized augmented 

plane wave (LAPW) approach, initially proposed by Anderson[22] in 1975. The LAPW 

technique extends basis functions and their derivatives by linking them to a constant energy 

value. This alternative method effectively addresses the challenges posed by the original 

APW approach. 

III.9.3.1 Basic functions of the FP-LAPW 

The basic functions in the MT spheres of the FP-LAPW approach are linear 

combinations of the radial functions 𝑈𝑙(𝑟)𝑌𝑙𝑚(𝑟) and their energy-related derivatives 

𝑈̀𝑙(𝑟)𝑌𝑙𝑚(𝑟). The 𝑈̀𝑙(𝑟)𝑌𝑙𝑚(𝑟) function must meet the following requirement, and the 𝑈𝑙 

functions are defined as in the APW technique (III.47). 

             {
𝑙(𝑙+1)

𝑟2
−

𝑑2

𝑑𝑟2
+ 𝑉(𝑟) − 𝐸𝑙} 𝑟𝑈̀𝑙(𝑟) = 𝑟𝑈𝑙(𝑟)                             III.41 

The wave function is written as follows: 

  ∅(𝑟 ) = {

1

𝛺
1
2⁄
 ∑ 𝐶𝐺𝐺 𝑒𝑖(𝐺 +𝐾⃗⃗ )𝑟                                      𝑟 > 𝑟0

͘
∑ (𝐴𝑙𝑚𝑈𝑙(𝑟) + 𝐵𝑙𝑚𝑈̀𝑙(𝑟))𝑌𝑙𝑚(𝑟)        𝑟 < 𝑟0𝑙𝑚

                       III.42 

Where  𝐴𝑙𝑚 : are coefficients corresponding to the function 𝑈𝑙 .   

𝐵𝑙𝑚 : are coefficients corresponding to the function 𝑈̀𝑙 

Similar to the APW approach, the LAPW functions are just plane waves in the 

interstitial regions. In fact, a linear combination will more accurately recreate the radial 

function than the APW functions if 𝐸𝑙 departs slightly from the band energy 𝐸. In light of its 

derivative 𝑈̀𝑙(𝑟) and energy El, the 𝑈𝑙 function may be constructed. 

        𝑈𝑙(𝐸, 𝑟) = 𝑈𝑙(𝐸𝑙, 𝑟) + (𝐸 − 𝐸𝑙)𝑈̀𝑙(𝐸, 𝑟) + 𝑂((𝐸 − 𝐸𝑙)
2)                      III.43 
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Et: 𝑂(𝐸 − 𝐸𝑙)
2 denotes the squared error committed.  

Thus, the FP-LAPW approach guarantees the continuity of the wave function at the 

muffin tin sphere's surface. However, this process results in less accurate computations than 

the APW approach, which reproduces wave functions more well. The FP-LAPW method 

also introduces errors in the band energies of the order of (𝐸 − 𝐸𝑙)
4and wave functions of 

the order of (𝐸 − 𝐸𝑙)
2. Despite this order of inaccuracy, the LAPW functions provide a solid 

foundation that makes it possible to acquire all the valence bands throughout a wide energy 

range with just one El. In situations where this is not possible, the energy window may often 

be divided into two portions, which is a major simplification in comparison to the APW 

technique. 

III.9.4 Roles of the linearization energies 𝑬𝒍   

Any core state entirely confined within the muffin-tin sphere demonstrates 

orthogonality with functions 𝑈 and 𝑈̀. However, a caveat arises as there is a potential for 

misidentifying semicore states as valence states. This caveat materializes due to the 

fulfillment of this criterion only in the absence of core states sharing the same angular 

quantum number, l. While the APW technique doesn't resolve this issue, the FP-LAPW 

method requires careful choices to mitigate the non-orthogonal nature of certain core states. 

Failing to do so makes it unfeasible to accomplish the computation without adjustments. 

In scenarios of this nature, resorting to the incorporation of local orbitals emerges as 

the optimal recourse. Nevertheless, not all software provisions this choice, thus in such 

instances, opting for the largest viable sphere radius becomes imperative. Lastly, it's crucial 

to highlight that distinct parameters need to be specified discretely. Multiple orbitals exist 

for energy bands, and when bands share the same angular momentum quantum number (l), 

selecting an energy value as close as possible to the band's energy becomes essential for 

precision in computing the electronic structure. 

III.9.5 Construction of radial functions 

Under the condition that the basic functions and their first derivatives are continuous 

in the limit, the basic functions in the linearly augmented plane wave approach are plane 

waves in the interstitial area and equal to the radial functions within the spheres. As a result, 

the synthesis of basic functions using this technique is equivalent to figuring out: 
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1- Radial functions 𝑈𝑙(𝑟) and their derivatives 𝑈̀𝑙(𝑟). 

2- Coefficients 𝐴𝑙𝑚 et 𝐵𝑙𝑚 that satisfy the boundary conditions. 

 

The boundary conditions provide a simple means for the determination of the angular 

momentum cutoff  𝑙𝑚𝑎𝑥  and for the representation of the plane wave cutoff 𝐺𝑚𝑎𝑥in the MT 

sphere for a radius 𝑅𝛼 . A reasonable strategy is to choose these cutoffs, such that 𝑅𝛼𝐺𝑚𝑎𝑥 =

𝑙𝑚𝑎𝑥 , which is achieved in practice since the convergence of the FP-LAPW computations 

is ensured for 𝑅𝛼𝐺𝑚𝑎𝑥between 7 and 9. 

III.9.5.1 Non-relativistic radial functions 

In the non-relativistic case, the radial functions 𝑈𝑙 are solutions of the Schrödinger 

equation with a spherical potential and a fixed energy 𝐸𝑙 . 

       {
𝑙(𝑙+1)

𝑟2
−

𝑑2

𝑑𝑟2
+ 𝑉(𝑟) − 𝐸𝑙} 𝑟𝑈𝑙(𝑟) = 0                                    III.44 

Where  𝑽(𝒓) : is the spherical component of the potential in the MT sphere. The derivative 

with respect to the energy 𝑼̀𝒍(𝒓) from is: 

     {
𝑙(𝑙+1)

𝑟2
−

𝑑2

𝑑𝑟2
+ 𝑉(𝑟) − 𝐸𝑙} 𝑟𝑈̀𝑙(𝑟) = 𝑟𝑈𝑙(𝑟)                                 III.45 

The normalization of 𝑼𝒍(𝒓) and of   𝑼̀𝒍(𝒓) according to is given: 

      ∫ 𝑟2𝑈1
2𝑅𝛼

0
(𝑟)𝑑𝑟 = 1                                                          III.46 

 

The suggestion of rank for which the linearization energy will be a decent 

approximation is made possible by the choice of the norm. In particular, Anderson claims 

that the inaccuracies in the linearization energy are acceptable. 

           ‖𝑈̀𝑙‖. |𝐸𝑙 − 𝐸| ≤ 1                                           III.47 

 

Where 𝑬𝒍 : is the energy parameter and 𝑬 the energy of the bands. If such a choice is not 

possible, several options are available: 

            1- The energy rows are divided into windows, and each of these windows is treated     

                separately. 

2- We use a development in the form of local orbitals (this is effectively the quadratic  

     method). 
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3- We reduce the size of the sphere. So, we reduce the norm of the derivative. 

            In the following, we will expose the first two methods, the third option was applied 

by Goedeker[28]. 

III.9.6 Solving the Poisson equation 

The potential used in the KS equations includes the exchange and correlation term, 

and the coulombic term Vc(r). The coulombic term is the sum of the Hartree potential VH(r) 

and the nuclear potential. Vc(r) is determined by the fish equation from the charge density 

(electronic and nuclear): 

                                ∇2Vc(r) = 4πρ(r)                                               III.48 

This equation may be resolved in the reciprocal network. To accomplish this, Hamenn[29] 

and Weinert[30] suggested the "pseudo-charge" solution approach, which is largely based 

on the two findings listed below. 

1- The charge density is continuous and varies slowly in the interstitial regions. On the 

other hand, it varies rapidly in the core region. 

2- The coulombic potential in the interstitial region depends not only on the charges in 

this region, but also on the charges in the core region. 

The charge density is described by a Fourier series in the interstitial region as follows: 

                         ρ(r ) = ∑ ρ(G⃗⃗ )G eiG⃗⃗ r⃗                                           III.49 

The development of the Bessel I function allows to calculate the plane waves. 

           ∫ 𝑟𝑙+2𝐽𝑙
𝑅

0
(𝐺 𝑟 )𝑑𝑟 =

{
 

  𝑅
𝑙+3 𝐽𝑙(𝐺

 𝑟 )

𝐺𝑟
𝐺 ≠ 0  

͘
𝑅3

3
𝜎𝑙,0𝐺 = 0    

                                   III.50 

So: 

   eiG⃗⃗ r⃗ 𝑒 = 4πeiG⃗⃗ r𝛼⃗⃗ ⃗⃗  ∑ 𝑖𝑙𝐽𝑙𝑙𝑚 (|𝐺 ||𝑟 − 𝑟 𝛼|)𝑌𝑙𝑚
∗ (𝐺 )𝑌𝑙𝑚(𝑟 − 𝑟 𝛼)                  III.51 

Where  : is the radial coordinate. 

𝒓𝜶 : is the position of the sphere. 
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The coulombic potential becomes: 

                  Vc(G⃗⃗ ) =
4πρ(G⃗⃗ )

G2
                                                             III.52 

          VPW e = ∑ 𝑉𝑙𝑚
𝑃𝑊

𝑙𝑚 (𝑟)𝑌𝑙𝑚(𝑟) = ∑ 𝑉𝑉
𝑃𝑊

𝑉 (𝑟)𝐾𝑉(𝑟)                              III.53 

Where : VPW  The interstitial potential. 

Or: 

           VPW (𝑟) = ∑ 𝐶𝑙𝑚𝑙𝑚 𝑌𝑙𝑚(𝑟)                                                   III.54 

 

The potential inside the MT sphere is determined by using Green's function.VV (𝑟) =

𝑉𝑙𝑚
𝑃𝑊(𝑟) [

𝑟

𝑅
] +

4𝜋

2𝑙+1
{

1

𝑟𝑙+1
∫ 𝑑𝑟′
𝑥

0
𝑟′
𝑙+2
 ρV (𝑟

′) + 𝑟𝑙 ∫ 𝑑𝑟′
𝑅

0
𝑟′
𝑙−1
  ρV (𝑟

′) −
𝑟𝑙

𝑅2𝑙+1
∫ 𝑑𝑟′ 𝑟′𝑙+2 ρV (𝑟′)
𝑅𝑥

0
}    III.5                                                                 

Where: ρV (𝑟′) are the radial parts of the charge density. 

III.9.7 Improvement of the method (FP-LAPW) 

Accurate band energies close to the linearization energies 𝐸𝑙 are what the FP-LAPW 

approach seeks to achieve. In the majority of materials, picking 𝐸𝑙 energies close to the band 

centers is adequate. This is not always feasible because, for many materials, selecting a 

single value of 𝑬𝒍 is insufficient to compute all energy bands. Examples include elements 

with transition metals[31] and materials with 4f orbitals[32, 33]. The semicore state, a 

transitional state between the valence and core states, has this basic issue[34]. 

There are two ways to deal with this situation: 

 The use of multiple energy windows. 

 The use of local orbital development 

III.9.7.1 Multiple energy windows 

For solve the half-core problem, it is most frequently done by dividing the energy 

spectrum into windows, each of which corresponds to an 𝑬𝒍 energy[22]. Figure III-3 depicts 

this therapeutic process. 

A set of 𝑬𝒍 is selected for each window to handle the associated states in this window 

treatment, which creates a distinction between the valence state and the semi-core state. In 
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essence, this results in two separate FP LAPW computations that always have the same 

potential. 

The FP-LAPW method is based on the fact that the 𝑼𝒍 and 𝑼̀𝒍 functions are 

orthogonal to any eigenstate of the core and, in particular, to those on the surface of the 

sphere. However, the semicore states often satisfy this condition, unless there is the presence 

of "ghost" bands between the semicore and valence states. 

Figure III.3: Multiple energy windows 

III.9.7.2 Local orbital development 

The development of the LAPW method consists in a modification of the local orbitals 

of its basis in order to avoid the use of several windows. The main idea is to treat all bands 

with a single energy window by particularising the semi-core state. Several proposals were 

made by Tekeda[35], Pertu [36], smrka [37], Evans [38] et Singh [34], proposed a linear 

combination of two radial functions corresponding to two different energies and the 

derivative with respect to the energy of one of these functions. 

∅𝑙𝑚 = [𝐴𝑙𝑚𝑈𝑙(𝑟, 𝐸1,𝑙) + 𝐵𝑙𝑚𝑈𝑙(𝑟, 𝐸1,𝑙)+𝐶𝑙𝑚𝑈𝑙(𝑟, 𝐸2,𝑙)]𝑌𝑙𝑚(𝑟)                                III.56 

Where 𝐶𝑙𝑚: are its coefficients having the same nature of coefficients 𝐴𝑙𝑚 and 𝐵𝑙𝑚. 

 

 

 



  Chapter III                                                                Theory and Calculation Methods 

 

 

64 

III.9.8 Treatment of spin-orbit effects 

The spin-orbit term is crucial for the non-relativistic study's calculations of the band structure 

and electrical characteristics of materials containing heavy elements or magnetic materials. 

The elements of the spin-orbit matrix inside a sphere can be calculated, a priori, as 

follows[39]: 

〈𝜑𝐺
𝜎|𝐻𝑆𝑂|𝜑

𝐺′
𝜎′〉 = ∑ [𝐴𝑙𝑚

∗ (𝐺)𝐴𝑙′𝑚′(𝐺′) 〈𝑈𝑙𝑚
𝜎 |𝐻𝑆𝑂|𝑈

𝑙′𝑚′
𝜎′ 〉]𝑙𝑚 𝑙′𝑚′ +

 𝐵𝑙𝑚
∗ (𝐺)𝐴𝑙′𝑚′(𝐺′) 〈𝑈̀𝑙𝑚

𝜎 |𝐻𝑆𝑂|𝑈
𝑙′𝑚′
𝜎′ 〉 + 𝐴𝑙𝑚

∗ (𝐺)𝐵𝑙′𝑚′(𝐺′) 〈𝑈𝑙𝑚
𝜎 |𝐻𝑆𝑂|𝑈̀

𝑙′𝑚′
𝜎′ 〉 +

𝐵𝑙𝑚
∗ (𝐺)𝐵𝑙′𝑚′(𝐺

′)〈𝑈̀𝑙𝑚
𝜎 |𝐻𝑆𝑂|𝑈̀𝑙′𝑚′

𝜎′ 〉                                                                                 III.57 

 And: 

   〈𝑈𝑙𝑚
𝜎 |𝐻𝑆𝑂|𝑈̀

𝑙′𝑚′
𝜎′ 〉 = 4𝜋𝜎𝑙 𝑙′ (𝑋𝜎

+𝑌𝑚𝑙
∗ 𝜎. 𝐿𝑌𝑙′𝑚′𝑋𝜎′ ∫𝑑𝑟𝑃𝑙𝑃𝑙′ (

1

2𝑀𝑐
)
2 1

𝑟

𝑑𝑉

𝑑𝑟
)                  III.58 

Where 𝑷𝒍 is the most important part of the radial function 𝑼𝒍 and 𝑽 the spherical part of the 

potential. 

III.10. WIEN2k Code 

The WIEN2k software constitutes a collection of Fortran-based computer programs 

that were developed by Peter Blaha and Karlheinz Schwarz[40] at the Institute for Materials 

Chemistry, Technical University of Vienna (Austria). Its inception dates back to 1990. 

The Wien2k code builds upon the foundations of density functional theory and the 

FPLAPW approach. It encompasses a range of independent programs interconnected 

through a C-SHEL script to facilitate self-consistent calculations. In the initial stages, a series 

of input files need to be generated. Among these, the "case.struct" file assumes a central role 

as the master input file. It encapsulates comprehensive details about the structure, 

encompassing mesh parameters, atomic coordinates for individual atoms within each unit 

cell, lattice characteristics, and space group specification. 

Once the "case.struct" file is established, a sequence of commands must be executed 

to generate supplementary input files (SCF files) requisite for conducting the self-consistent 

computation. 
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III.10.1 Initialization 

In order to integrate in the Brillouin irreducible zone, one must establish the spatial 

configuration (geometry), the symmetry operations, the initial densities, the number of 

special points required, etc. A collection of auxiliary programs that produce and carry out all 

these activities. 

NN : this command will calculate, from the "case.struct" file, the interatomic 

distances and check that the atomic spheres of the LAPW database do not overlap. Thus 

determine the atomic radius of the spheres. 

LSTART : This program generates the atomic densities, and also determines how 

the different atomic orbitals are treated in the band structure calculation. As core states with 

or without local orbitals. 

SYMMETRY : It generates the space group symmetry operations, determines the 

point group of individual atomic sites, generates the LM expansion for the lattice harmonics 

and determines the local rotation matrices 

KGEN : it generates the number of k points in the Brillouin zone. 

DSTART : this executable will generate the starting density for the self-consistent 

cycle (the SCF cycle) by superimposing the atomic densities generated in LSTART. 

III.10.2. Self-Consistent Calculations   

In a self-consistent cycle (SCF), the energies and electron density of the ground state 

are computed. Until the convergence condition (on energy, charge density, forces, etc.) is 

met, this cycle is initiated and repeated. Then, a different set of sub-programs is employed: 

LAPW0 : it generates the Poisson potential for the calculation of the density 

LAPW1 : it allows the calculation of valence bands, eigenvalues and eigenvectors. 

LAPW2 : it calculates the valence densities for the eigenvectors. 

LCORE it calculates the states and the core densities. 

MIXER : it mixes the input and output densities (starting, valence and core). valence 

and  core densities). 
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Figure III.4 Program Flowchart in WIEN2k Software 
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III.11. CASTEP code 

The computations detailed in the manuscript (Dynamical Properties) were conducted 

utilizing the numerical simulation code CASTEP (Cambridge Serial Total Energy Package), 

originally conceived in 1988 by Payne et al[41, 42]. This code operates as an ab initio 

calculation tool and constitutes an integral component of the Material Studio suite of 

numerical simulation software, commercially offered by Accelrys. 

CASTEP operates on the principles of density functional theory (DFT) to solve the 

Schrödinger equation. It employs an array of techniques including periodic boundary 

conditions, supercells, Brillouin zone integration, a plane wave basis, and pseudopotentials 

to ascertain the total energy of a given system. In CASTEP, electron wave functions are 

formulated within a plane wave basis that adheres to periodic boundary conditions and 

Bloch's theorem. The interaction between electrons and ions is described using ab initio 

pseudopotentials, with two variants available: conserved-norm pseudo-potentials and ultra-

soft pseudo-potentials. 
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IV.1. Introduction 

This chapter presents the findings concerning the structural, elastic, electronic, and 

magnetic properties of CrCoSi and MnCoSi half-Heusler alloys, focusing on their half-

metallicity. Additionally, the discussions extend to their derivative double half-Heusler alloy, 

CrMnCo2Si2. Through first-principles calculations utilizing density functional theory (DFT), 

the full-potential linearly augmented plane-wave (FP-LAPW) method is employed, with the 

exchange and correlation potential being described by the generalized gradient 

approximation (GGA). 

Heusler alloys hold a significant role in the realm of spintronics physics due to their 

magnetic nature and diverse electronic structures influenced by spin orientation. Moreover, 

these alloys present an appealing potential for technological applications, owing to their 

Curie temperature surpassing room temperature and a structure consistent with the zinc 

blende arrangement found in industrially employed binary semiconductors. 

IV.2. Computational method 

In this investigation, the full potential linearized augmented plane waves (FP-LAPW) 

method[1]combined with density functional theory using the Wien2k code[2] was employed 

to scrutinize the structural, mechanical, and magneto-electronic characteristics of Heusler 

alloys CrCoSi, MnCoSi, and CrMnCo2Si2. The evaluation of the exchange-correlation 

energy functional for each material was carried out using the Perdew-Burke-Ernzerhof 

(PBE) generalized gradient approximation (GGA)[3, 4]. Notably, the GGA for the 

CrMnCo2Si2 derivative double half-Heusler (DHH) alloy underwent a Hubbard adjustment, 

with effective values (Ueff) of 1.59 eV for Cr, 1.92 eV for Co, and 1.69 eV for Mn[5]. These 

Ueff values have been shown to accurately depict the magnetic moment and electronic 

structure of the Heusler alloys. 

The methodology involves dividing space into non-overlapping muffin-tin (MT) spheres 

separated by an interstitial zone. Specific MT values are assigned for different atoms: Cr 

(1.46 Bohr), Mn (1.71 Bohr), Co (1.83 Bohr), Si (1.5 Bohr), and 1.71 Bohr (Bohr) for 

different atoms. The study also specifies criteria such as RMT cutoff, Kmax, lmax, Gmax, 

and Nk-points are 8.0, 10, 12, and 3000, respectively, where RMT represent the smallest 

muffin-tin sphere radius, Kmax is the maximum modulus for the reciprocal vectors, lmax is the 

maximum angular quantum number for the expansion of wave functions inside the spheres, 

Gmax is the plane-wave cutoff (magnitude of largest vector in charge density Fourier 
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expansion), and Nk-points is the number of k-points in the whole Brillouin zone. The 

convergence criterion of 10-6 Ry and 10-5 e for the energy and charge, respectively, are used. 

IV.3. Structural properties 

IV.3.1 Crystalline structure of Heusler alloys and preferred sites  

The pivotal phase of ab-initio calculations is the determination of a system's 

structural characteristics in its ground state. This understanding lays the foundation for 

grasping other crucial physical attributes. In this regard, the fusion of two half-Heusler 

compounds, CrCoSi and MnCoSi, culminates in the crystalline structure denoted as 

CrMnCo2Si2. This crystal structure is classified under space group N°115, resulting from the 

amalgamation of CrCoSi and MnCoSi. 

The distinctive hallmark of the half-Heusler structure is the intertwining of three 

face-centered cubic sub-lattices[6]. Within this framework, three non-equivalent atomic 

arrangements emerge, specifically type I, type II, and type III. These possibilities are 

elucidated in Table IV.1. 

Table IV.1: Different possibilities for occupying non-equivalent sites in the Hlef-Heusler C1b structure, for 

the compounds studied CrCoSi , MnCoSi. 

Structure 
CrCoSi MnCoSi 

Cr Co Si Mn Co Si 

Type I (1 4⁄ , 1 4⁄ , 1 4⁄ ) (1 2⁄ , 1 2⁄ , 1 2⁄ ) (0,0,0) (1 2⁄ , 1 2⁄ , 1 2⁄ ) (1 4⁄ , 1 4⁄ , 1 4⁄ ) (0,0,0) 

Type II 
(0,0,0) 

(1 2⁄ , 1 2⁄ , 1 2⁄ ) (1 4⁄ , 1 4⁄ , 1 4⁄ ) (1 4⁄ , 1 4⁄ , 1 4⁄ ) (1 2⁄ , 1 2⁄ , 1 2⁄ ) (0,0,0) 

Type III 
(0,0,0) 

(1 4⁄ , 1 4⁄ , 1 4⁄ ) (1 2⁄ , 1 2⁄ , 1 2⁄ ) (0,0,0) (1 4⁄ , 1 4⁄ , 1 4⁄ ) (1 2⁄ , 1 2⁄ , 1 2⁄ ) 

 

IV.3.2 Structural optimization and magnetic order 

Establishing the structural properties serves as a foundational initial stride in any 

computational endeavor, serving as a basis for deducing other material attributes under 

investigation. This is particularly pertinent in our case as we aim to discern both the 

fundamental state structure of the alloy and its optimal magnetic configuration. 

In the preliminary phase, the energy-volume relationship is calculated for the 

subsequent compounds, namely the half-Heusler (HH) compounds, in their ferromagnetic 

(FM), non-magnetic (NM), and antiferromagnetic (AFM) phases. These calculations are 
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depicted graphically in Figure IV.1. The presented graphs vividly illustrate that our HH 

compounds manifest greater stability when adopting the FM phase with a type I structure, 

characterized by the specific atomic arrangement: Cr/Mn(0,0,0), Co(1/4,1/4,1/4), and Si(1/2, 

1/2,1/2).  

The double half-Heusler (DHH) configuration is achieved by substituting two Cr 

atoms within the cubic conventional unit cell of the CrCoSi half-Heusler compound, which 

possesses a lattice parameter denoted as aHH. This substitution involves the introduction of 

Mn atoms, leading to a resulting tetragonal structure (with lattice parameters (𝑎𝐷𝐻𝐻 =

𝑎𝐻𝐻

√2
, 𝑐𝐷𝐻𝐻 = 𝑎𝐻𝐻). and 𝑐𝐷𝐻𝐻 = 𝑎𝐻𝐻). The optimization of this newly obtained DHH 

structure is executed across its ferromagnetic (FM), non-magnetic (NM), and 

antiferromagnetic (AFM) phases, visually represented in Figure IV.2. It is discernible from 

this depiction that the FM phase stands as the most energetically stable magnetic 

configuration. 

Furthermore, in the quest for the ground state properties, the calculated total energies 

in relation to volume are subjected to fitting using the Birch-Murnaghan equation[7], as 

outlined below: 

𝐸(𝑉) = 𝐸0 +
9𝑉0𝐵0

16
{[(

𝑉0

𝑉
)
2/3

− 1]
3

𝐵̀0 + [(
𝑉0

𝑉
)
2/3

− 1]
2̀
[6 − 4 (

𝑉0

𝑉
)
2/3

]}                       IV.1 

Where 𝑬(𝑽) represents the energy of the ground state with cell volume 𝑽 and 𝑽𝟎 the volume 

of the unit cell at zero pressure, 𝑩𝟎 and 𝑩̀𝟎 are the modulus of compressibility and its 

derivative, respectively. 

The equilibrium network constant is given by the minimum of the curve (𝑽) , and the 

modulus of compressibility 𝑩𝟎 and its derivative are determined by: 

𝐵0 = 𝑉 (
𝑑2𝐸

𝑑𝑉2
)
𝑉

= 𝑉0                                                               IV.2 

𝐵̀0 = (
𝜕𝐵

𝜕𝑝
)
𝑝

= 0                                                                   IV.3 
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Figure IV.1. Total energy per formula unit of ferromagnetic (FM), non-magnetic (NM) and antiferromagnetic 

(AFM) phases as functions of the volume for CrCoSi and MnCoSi HH alloys. 

 

 

Figure IV.2. Total energy per formula unit as functions of the volume for the ferromagnetic (FM), non-

magnetic (NM), and antiferromagnetic (AFM) phases of CrMnCo2Si2 DHH alloy. 

In Table IV.2, we have grouped together the results of the values obtained for the structural 

properties: the equilibrium lattice parameter a0(Å), the compressibility modulus B(GPa) and 

the derivative of the compressibility modulus B'. CrCoSi, MnCoSi, and CrMnCo2Si2 

compounds, for FM phase. The bulk modulus is a measure of how resistant these compounds 

are to compression and is determined by the equation:B = V
∂2E

∂V2  . The obtained results, as 
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can be seen in Table IV.2, show that the resistance to compression (Bulk modulus) decreases 

with the increase of X atomic number (B(CrCoSi)>  B(CrMnCo2Si2)> B(MnCoSi)). 

Table IV.2 Calculated lattice parameters  (in Å) for the structural ground state of the CrCoSi, MnCoSi HH 

alloys and parent structure of CrMnCo2Si2 DHH, bulk modulii (in GPa), their derivative pressures, and 

magnetic ground phase (FM) for CrCoSi, MnCoSi and CrMnCo2Si2 compounds. 

X  aHH B B’ 

CrCoSi GGA 

5.3864 

5.4100[8] 

5.3900[9] 

       190.87 4.86 

MnCoSi GGA 
5.3857 

5.4100[9] 

174.72 5.02 

CrMnCo2Si2 GGA 5.3899 181.00   4.72 

 

IV-3.2 Formation Energy (or enthalpy of formation) 

The enthalpy of formation of a crystal is defined as the difference between the 

crystal's energy and the sum of the energies of the elements that comprise the crystal in their 

standard states (a body is said to be in the standard state when it is pure, unmixed, and in its 

most stable physical state).  

In order to verify the validity of synthesizing these alloys, we calculated the energy of 

formation using the following expressions: 

𝐸𝑓𝑜𝑟𝑚(𝑋𝐶𝑜𝑆𝑖) =  𝐸𝑋𝐶𝑜𝑆𝑖
𝑡𝑜𝑡 − (𝐸𝑋

𝑏𝑢𝑙𝑘 − 𝐸𝐶𝑎
𝑏𝑢𝑙𝑘 − 𝐸𝑆𝑖)                                       IV.4 

𝐸𝑓𝑜𝑟𝑚(𝐶𝑟𝑀𝑛𝐶𝑜2𝑆𝑖2) =  𝐸𝐶𝑟𝑀𝑛𝐶𝑜2𝑆𝑖2
𝑡𝑜𝑡 − (𝐸𝐶𝑟

𝑏𝑢𝑙𝑘 + 𝐸𝑀𝑛
𝑏𝑢𝑙𝑘 + 2𝐸𝐶𝑎

𝑏𝑢𝑙𝑘 + 2𝐸𝑆𝑖)              IV.5 

where 𝐸𝑋𝐶𝑜𝑆𝑖
𝑡𝑜𝑡  and 𝐸𝐶𝑟𝑀𝑛𝐶𝑜2𝑆𝑖2

𝑡𝑜𝑡 are the total energies per unit cell for XCoSi(X=Cr, and Mn), 

CrMnCo2Si2, respectively, at the equilibrium state and 𝐸𝐶𝑟
𝑏𝑢𝑙𝑘𝐸𝑀𝑛

𝑏𝑢𝑙𝑘𝐸𝐶𝑜
𝑏𝑢𝑙𝑘 𝑎𝑛𝑑 𝐸𝑆𝑖

𝑏𝑢𝑙𝑘 match 

to the total energy for Cr, Mn, Co, and Si, per atom, respectively, at ground state. The resulted 

negative values of the formation energy point out that our studied compounds are 

thermodynamically stable and it is possible to synthesize them experimentally.  

The values of the energies of formation for the compounds studied are shown in Table IV.3. 

We can see that the negative values of the energies of formation for all the compounds 

studied indicate the existence and stability of these alloys and that it is possible to synthesise 

them experimentally. 
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Table IV.3. Calculated formation (𝐸𝑓𝑜𝑟𝑚) energies (in eV/Atom) of the structural and magnetic ground phase 

(FM) for CrCoSi, MnCoSi and CrMnCo2Si2 compounds. 

X  Etot Eform 

CrCoSi GGA -5468.85962 -0.45 

MnCoSi GGA -5684.39097 -0.44 

CrMnCo2Si2 GGA -11153.250925 -0.45 

 

IV-4. Dynamical proprieties 

An additional crucial aspect within the investigation of crystalline materials is the 

realm of "phonons," which divulge the material's response to atomic vibrations. Phonon 

dispersion spectra and phonon density of states (DOS) provide both direct and indirect 

insights into an array of material-related physical properties[10]. Phonon dispersion spectra 

(PDS) are particularly informative, offering insights into structure stability, phase transitions, 

and the interplay between vibrations and the thermal and charge transport characteristics of 

a material[11]. 

In order to assess the dynamical stability of the CrMnCo2Si2 compound, we 

embarked on calculating its phonon dispersion diagram. This was achieved through the 

employment of the linear response method within the framework of density functional 

perturbation theory (DFPT), a technique implemented in the CASTEP code[12]. The 

resultant phonon dispersion, traced along lines of high symmetry within the Brillouin zone 

for CrMnCo2Si2, is depicted in Figure IV.3. It is established that a material's dynamical 

stability can be inferred from the presence of absence of soft modes (imaginary modes; 

negative frequencies) in its phonon dispersion curve[13]. In the case of the phonon 

dispersion diagram for CrMnCo2Si2, as portrayed in Figure IV.3, the absence of negative 

frequencies serves to underscore the compound's dynamical stability. 
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Figure IV.3. Phonon dispersion diagram along lines of high symmetry in the Brillouin zone for the 

CrMnCo2Si2 compound. 

 

IV.5. Mechanical properties   

Elastic properties hold significant significance in furnishing valuable insights into 

the interatomic stresses among neighboring planes. The anisotropic character of these 

stresses, coupled with structural stability, is often characterized by the elastic constants 

denoted as 𝑪𝒊𝒋. These constants embody macroscopic parameters that establish a link 

between stress and strain within homogeneous solids. 

The framework of Hook's law establishes the correlation between stress and strain 

through the utilization of elastic constants. Within a cubic structure, there exist solely three 

distinct elastic moduli: C11, C12, and C44. Their determination involves solving three 

equations derived from the application of three distinct deformation scenarios. The foremost 

equation corresponds to the expression governing the compressibility modulus within the 

cubic system. 

                                               B =
C11+ 2C12

3
                                                                    IV.6 

The second equation is formed by the application of a volume conserved 

orthorhombic deformation tensor which is given by the following expression: 

  ε̅ = [

δ 0 0
0 −δ 0

0 0
1

1−δ2

]                                                            IV.7       

     Where the total energy expression has the following form: 
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𝐸(𝛿) = 𝐸(−𝛿) = 𝐸(0) + (𝐶11 − 𝐶12)𝑉0𝛿
2 +  𝑂(𝛿4)                          IV.8 

𝐕𝟎 is the volume of the elementary mesh and 𝐄 (𝟎) is the energy of the unconstrained system 

in this volume.  Finally, to determine the C44, we apply a volume-conserved monoclinic 

deformation of the following form: 

ε̅ =

[
 
 
 
 
δ

2
0 0

0 −
δ

2
0

0 0
δ2

4−δ2]
 
 
 
 

                                                      IV.9       

The total energy of the system has become: 

𝐸(𝛿) = 𝐸(−𝛿) = 𝐸(0) + 
1

2
𝐶44𝑉0𝛿

2 +  𝑂(𝛿4)                             IV.10 

Other mechanical quantitiesas Bulk BC/T (C for cubic structure and T for tetragonal 

structure), shear G, Young’s E moduli, anisotropic factor, as well as Poisson’s ratio can be 

obtained from the evaluated elastic constants by using the following formula: 

𝐵𝐶 =
𝐶11+2𝐶12

3
,      𝐵𝑇 =

1

9
(2𝐶11 + 2𝐶12 + 4𝐶13 + 𝐶33)                        IV.11       

𝐺𝐶 =
1

5
(3𝐶44 + 𝐶11 − 𝐶12),                                             IV.12       

𝐺𝑇 =
1

2
[
2𝐶11 + 𝐶33 − 𝐶12 − 2𝐶13

15 + (2𝐶44 + 𝐶66)/5
+

15

4(𝑆11 + 𝑆22 + 𝑆33) + 3(𝑆44 + 𝑆55 + 𝑆66) − 4(𝑆12 + 𝑆13+𝑆23)
] 

𝐸𝐶/𝑇 =
9𝐵𝐺

3𝐵+𝐺
,                                                               IV.13       

𝜈𝐶/𝑇 =
1

2
(1 −

𝐸

3𝐵
),                                                          IV.14       

𝐴𝐶 =
2𝐶44

𝐶11−𝐶12
,𝐴𝐶/𝑇 = 5

𝐺𝑉

𝐺𝑅
+

𝐵𝑉

𝐵𝑅
− 6                                        IV.15       

Driven by their interest in elucidating the mechanical attributes and structural 

robustness of solid materials, the researchers embarked on determining the elastic constants 

C11, C12, and C44. This was achieved by manipulating the total energy of the deformed 

crystal. The acquired values are conveniently presented in Table IV.4. Additionally, a 

spectrum of other elasticity parameters including the compressibility modulus B, shear 

modulus G, Young's modulus E, Poisson's ratio ν, anisotropy parameter A, and the B/G ratio 

were evaluated. 

The outcomes, as detailed in Table IV.4., exhibit positive values and align with Born's 

stability criteria for cubic structures[14]: C11 > 0, C11 - C12 > 0, C11 + 2C12 > 0, and C44 > 0. 

Similarly, for the tetragonal (I) structure [26]: C11 > 0, C33 > 0, C44 > 0, C66 > 0, C11 - C12 > 



 Chapter IV                                                                             Results and Discussions 

 

 

80 

0, C11 + C33 - 2C13 > 0, and 2C11 + C33 + 2C12 + 4C13 > 0. Consequently, the mechanical 

stability of CrCoSi, MnCoSi, and CrMnCo2Si2 is firmly established. 

Table IV.4 Elastic constants C11, C12, C13, C33, C44, C66 (in GPa), bulk B, Young E(GPa),Shear G moduli (in 

GPa), B/G, Anisotropic parameter A, and  Poisson's coefficients 𝜐 of   CrCoSi, MnCoSi and CrMnCo2Si2 

Heusler alloys. 

X C11 C12 C13 C33 C44 C66 B E G B/G A 𝝊 

CrCoSi 285.5 

274.6[8] 

145.8 

115.2[8]  

/ / 132.3 

94.9[8] 

/ 192.4 

 

125.8 

 

49.3 1.9 0.62 0.28 

MnCoSi 253.60 137.97 / / 127.5 / 176.5 131.9 52.1 1.7 0.75 0.26 

CrMnCo2Si2 330.96 74.15 137.7 268.2 127.5 65.2 181.0 248.0 97.5 1.9 0.57 0.27 

 

Where 𝐵𝑉, 𝐺𝑉 , 𝐵𝑅𝑎𝑛𝑑 𝐺𝑅 represent the estimated bulk and shear moduli using Voigt and 

Reuss methods, respectively. The calculated elastic constants, along with mechanical 

parameters for all the considered materials, are presented in Table IV.4. Notably, the bulk 

modulus values derived from elastic constants for the three compounds closely align with 

those obtained from total energy optimization. Based on the calculated data, it is evident that 

CrCoSi exhibits enhanced resistance to deformation compared to the other compounds. On 

a different note, the shear modulus demonstrates a robust capacity to counter reversible 

deformation caused by shear strain in the CrMnCo2Si2 derivative double half-Heusler (DHH) 

alloy. Furthermore, its Young's modulus value indicates superior hardness when juxtaposed 

with its parent compounds, CrCoSi and MnCoSi. 

To gauge the ductility and brittleness of our studied compound, the B/G ratio, also known as 

Pugh's ratio, is commonly employed. According to Pugh's index[15], if B/G < 1.75 (B/G > 

1.75), the material is classified as brittle (ductile), respectively. The calculated B/G values 

for CrCoSi, MnCoSi, and CrMnCo2Si2 are 1.9, 1.7, and 1.9, respectively. This indicates that 

MnCoSi is categorized as brittle, while both CrCoSi and CrMnCo2Si2 compounds exhibit 

ductile behavior. 

For assessing the degree of anisotropy, the anisotropic parameter A is employed. 

Isotropic materials have A = 1, whereas anisotropic materials have A ≠ 1[16]. In the case of 

the compounds CrCoSi, MnCoSi, and CrMnCo2Si2, A deviates from unity, signaling their 

anisotropic behavior. Poisson's ratio ν is a commonly utilized metric to comprehend the 

nature of bonding forces within a compound [17]. The calculated values of Poisson's ratio 

are 0.28, 0.26, and 0.27 for CrCoSi, MnCoSi, and CrMnCo2Si2, respectively, which are in 

the vicinity of 0.25. This value suggests a higher ionic nature of inter-atomic bonding. 
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The resulting computed elastic parameters, as presented in Table IV.4, are in 

commendable concurrence with those reported by Hussain et al[8]. for the investigated half-

Heusler (HH) alloys. 

IV.6. Electronic and magnetic properties 

Within this section, we shall delve into the electronic and magnetic structural 

properties of the materials under scrutiny. Specifically, we will unveil the band structure, 

along with the total and partial densities of states, at their fundamental structural states for 

both majority and minority spins. These evaluations will be conducted along the high 

symmetry directions within the first Brillouin zone. Notably, these electronic properties will 

be elucidated for both spin channels and will be based on the utilization of the generalized 

gradient approximation (GGA-PBE). 

Our focus in this exploration of electronic structures is twofold: first, to unravel 

insights into the nature and origins of the half-metallic behavior; and second, to discern the 

impact of potent correlations on the gap energy within the half-Heusler compounds CrCoSi, 

MnCoSi, and the derivative double half-Heusler CrMnCo2Si2. This comprehensive analysis 

is aimed at deepening our understanding of the intricate interplay between electronic 

structure, magnetic properties, and strong correlations present within these compounds. 

IV-6.1. Electronic properties  

IV-6.1.1. Electronic band structure  

The computational exploration of electronic structures holds paramount significance 

in the anticipation of half-metallic ferromagnetism and the identification of magnetic traits 

within both half-Heusler and derivative double half-Heusler compounds. Through electronic 

structure simulations, materials can be tailored to cater to specific spintronic applications. 

Electronic structure investigations provide us with the means to classify compounds 

as insulating, conducting, semiconducting, or semimetallic, contingent on the band width 

and the position of the Fermi level[18]. Illustratively, Figure IV.4, delineates energy levels 

and bands in a vertical arrangement, progressing with increasing energies. Among these, the 

valence bands and conduction bands constitute the highest energy bands, separated by a 

region of forbidden energy known as the energy gap. The energy gap is defined as the 

discrepancy between the highest point of the valence band and the lowest point of the 

conduction band.  
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Figure IV.4: Valence bands, conduction bands, band gap and the Fermi level. 

To do this, we study the band structures of the compounds CrCoSi, MnCoSi, and 

CrMnCo2Si2. The electronic band structures are calculated along the directions of high 

symmetry in the first Brilllouin zone, for the majority and minority bands of the three 

compounds, calculated at their equilibrium lattice parameters in their structural and magnetic 

ground states, shown in Figure IV.5. 
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Figure IV.5: Spin-polarized band structures for CrCoSi, MnCoSi, and CrMnCo2Si2Heusler alloys. 

In Figure IV.5, the spin-polarized band structures (both spin-up and spin-down) of 

the three compounds are depicted. The Fermi level (EF) is demarcated by a horizontal red 

line. Evidently, the overall band profiles exhibit striking similarity across the studied half-

Heusler (HH) compounds, with minor variations in the finer details. Notably, band crossings 

with the Fermi level are apparent in the majority-spin channel. Conversely, in the minority-

spin bands, the Fermi level resides within the energy band gap. This distinct electronic 

behavior categorizes the considered HHs as exhibiting half-metallic properties, denoted by 

energy gaps (half-metallic gaps) of approximately 0.85 eV and 0.02 eV for both compounds. 
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This coherence in their electronic characteristics can be attributed to the closely aligned 

atomic numbers of Cr (Z=24) and Mn (Z=25) atoms within their structures. 

Furthermore, as Table IV.5 illustrates, these findings diverge from those reported by 

Feng et al.[9] and Hussain et al.[8], primarily due to the utilization of distinct methods. The 

dissimilarity in methodology is rooted in the description of ion-electron interaction through 

ultrasoft pseudo potentials[19, 20]. Additionally, our exploration of the derivative double 

half-Heusler (DHH) compound CrMnCo2Si2 uncovers narrower energy gaps (HMGap) of 

0.53(0.002) and 0.382(0.106) eV (via GGA and GGA+U approximations, respectively). This 

underlines the substantial impact of the chosen computational approach on the calculated 

energy gaps. In summary, the amassed data robustly substantiate the half-metallic nature of 

CrCoSi, MnCoSi, and CrMnCo2Si2 Heusler alloys, a classification concisely summarized in 

Table IV.5. 

Table IV.5: Gap, and Half-metallic gap (in eV) of CrCoSi, MnCoSi, and CrMnCo2Si2 Heusler alloys. 

X  Gap HM Gap 

CrCoSi GGA 0.851 

1.160[8] 

0.670[9]   

0.020 

0.650[8] 

0.660[9] 

MnCoSi GGA 0.852 

0.640[9]  

0.021 

0.190[9] 

CrMnCo2Si2 GGA 0.53 0.002 

 GGA+U 0.382 0.106 

 

IV-6.1.2. Densities of states  

In determining the energy distribution of electrons within the valence and conduction 

bands, a fundamental parameter called the density of electronic states (DOS) comes into 

play. This parameter is of utmost importance. For instance, when investigating a material's 

electrical conduction characteristics, the total density of states (TDOS) is often employed. 

Moreover, a distinct sphere is defined around each atom, within which the electron density 

is projected onto spherically shaped harmonics (s, p, d, or f orbitals). This process yields 

partial densities of states (PDOS), which can be instrumental in unraveling the nature of 

chemical bonds between atoms within a crystal or molecule. It's worth noting that projections 

of the total density of states are dependent on the radii of the spheres onto which the partial 

densities of states are projected, and therefore they offer qualitative insights[21]. 
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Figure IV.6: Spin-polarized density of states (DOS) for CrCoSi, MnCoSi, and CrMnCo2Si2Heusler alloys. 

For a comprehensive understanding of electronic properties, both total (TDOS) and partial 

(PDOS) densities of states have been visually represented in Figure IV.6. This depiction 

unveils the electronic state densities of the half-Heusler compounds CrCoSi, MnCoSi, and 

CrMnCo2Si2. These calculations were performed using the generalized gradient 

approximation (GGA). The vertical red line is indicative of the Fermi level (EF) within the 

system. 

For the Half-Heusler compounds CrCoSi, MnCoSi, and CrMnCo2Si2, we notice the 

following: The magnetic moment is essentially originated from Cr, and Mn atoms in which 
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the Cr-d, Mn-d states have large exchange divisions between the states of the spin up and -

down channels around the Fermi level, for CrCoSi, and MnCoSi, respectively. Furthermore, 

little contributions to the total magnetic moment are from Co and Si atoms. 

IV-7. Magnetic properties  

This section is dedicated to exploring the magnetic attributes of the elements under 

scrutiny. The total and partial magnetic moments of the compounds have been ascertained 

through the utilization of the GGA approximation, while accounting for the influence of 

spin-orbit coupling correction. 

The work of Galanakis et al. illuminated a coherent pattern within the total spin 

magnetic moment of half-metallic half-Heusler compounds, succinctly referred to as the 

Slater-Pauling rule[22]. This empirical relationship connects the total magnetic moment 

Mtot, per unit formula, with the overall count of valence electrons within the elemental 

lattice. The relationship is articulated as follows: 

Mtot = (NV − 18)μB                                                 IV.16 

This is because the total number of valence electrons, NV, is given by the sum of the 

number of spin up and spin down electrons, while the total magnetic moment, Mtot, is given 

by their difference, i.e. Mtot is the number of uncompensated spins. It follows that: 

Mtot = (Nmaj − Nmin)μB = (NV − 2Nmaj)μB                              IV.17 

Where 𝐍𝐦𝐚𝐣 and 𝐍𝐦𝐢𝐧 are the number of occupied states of majority and minority spins, 

respectively. 

Given that the energy gap at the Fermi level (EF) resides within the majority-spin 

bands, the total magnetic moment (Mtot) is furnished by subtracting twice the number of 

occupied majority states from the total count of valence electrons (NV). Consequently, 

within the context of the three investigated half-metallic half-Heusler compounds, these 

bands are fully populated, accommodating a total of nine bands. Each of these bands has the 

potential to host nine spin-up electrons per unit cell. This relationship is expressed by 

Equation IV.17. 

 

 



 Chapter IV                                                                             Results and Discussions 

 

 

87 

Table IV.6: Atomic (MCr, MCo, MMn, MSi), interstitial (MIntersti) and total magnetic (Mtot) moments (in µB) for 

CrCoSi, MnCoSi, and CrMnCo2Si2 Heusler alloys. 

X Method MCr MMn MCo MSi MIntersti Mtot 

CrCoSi GGA 

1.166  

1.550[8] 

1.560[9] 

 -0.178 

-0.410[8] 

-0.42[9] 

-0.031 

-0.09[8] 

 

0.043 1.000 

1.000[8] 

1.000[9] 

MnCoSi GGA 
 2.114 

2.120[9] 

    0.027 

-0.040[9] 

-0.061 0.080 1.999 

2.000[9] 

CrMnCo2Si2 GGA 0.612 2.560 -0.042 -0.034 -0.018 3.000 

 GGA+U 0.438 3.352 -0.329 -0.058 -0.047 3.000 

 

For the half-Heusler compounds CrCoSi, MnCoSi, and the derivative CrMnCo2Si2, the 

following observations can be made: 

1. Co atom has a negative magnetic moment for both HH alloys, demonstrating an 

antiferomagnetic interaction between Co and Cr/Mn atoms.  

2. There is no contribution of Si atom for all studied Heusler compounds. 

3. Total Magnetic Moments: 

 For CrCoSi: The total magnetic moment amounts to 1 µB (Bohr magneton). 

 For MnCoSi: The total magnetic moment is 2 µB. 

 For CrMnCo2Si2: In this derivative double half-Heusler alloy, the results from both 

approximations (GGA and GGA+U) highlight that the predominant contribution to 

its total magnetic moment arises from the Cr and Mn atoms. This is substantiated by 

a notable splitting of their d-orbitals around the Fermi level, resulting in a remarkable 

100% spin-polarization. The spin-magnetization, quantified as 3 µB, solidifies the 

classification of CrMnCo2Si2 as a half-metallic material. 

These magnetic insights underscore the intricate interplay of various atoms within the 

compounds, influencing their magnetic behaviors and classifications. 
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General conclusion 

This study aims to identify new physical properties that combine ferromagnetic and 

half-metallic characteristics, which are promising for spintronic technology. Our research 

contributes to the theoretical understanding of the structural, electronic, magnetic, and elastic 

properties of half-metals and double half-Heusler alloys, using first-principles calculations. 

The FP-LAPW method, based on density functional theory (DFT), was employed and 

implemented using the WIEN2k code. The exchange-correlation functional was treated with 

the generalized gradient approximation (GGA-PBE96). 

We focused on the study of half-Heusler and double half-Heusler compounds, 

specifically CrCoSi, MnCoSi, and CrMnCo₂Si₂, in the C1b structure with three possible 

atomic arrangements: type I, type II, and type III. Structural properties were investigated 

across different magnetic configurations, including non-magnetic (NM), ferromagnetic 

(FM), and antiferromagnetic (AFM) phases. Our results show that all the materials studied 

are stable in the ferromagnetic phase. A systematic calculation was performed to determine 

the lattice parameters, bulk modulus (B), and its derivative (B'). 

The main findings of this study are summarized as follows: 

Structural properties: 

We first calculated the energy versus volume curves for CrCoSi and MnCoSi 

compounds in their ferromagnetic (FM), non-magnetic (NM), and antiferromagnetic (AFM) 

phases. Our results show that the half-Heusler (HH) compounds are most stable in the FM 

phase within the Type I structure, as this phase has the lowest energy. For the double half-

Heusler (DHH) CrMnCo₂Si₂, optimization across FM, NM, and AFM phases revealed the 

FM phase as the most stable. 

Mechanical properties: 

We investigated the elastic properties of each compound by calculating the elastic 

constants Cij (C₁₁, C₁₂, and C₄₄) for the most stable phase. Using these constants, we derived 

additional mechanical parameters such as the shear modulus GGG, Young's modulus E, 

Poisson's ratio ν, and the anisotropy factor A. The bulk modulus values calculated from the 

elastic constants closely match those obtained from total energy optimization. Among the 

compounds, CrCoSi exhibits the highest resistance to deformation. In the CrMnCo₂Si₂ DHH 
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alloy, the shear modulus indicates strong resistance to reversible deformation caused by 

shear strain, and its Young's modulus suggests it has greater hardness than its parent 

compounds, CrCoSi and MnCoSi. 

Dynamical stability: 

The dynamical stability of CrMnCo₂Si₂ was confirmed by calculating its phonon 

dispersion diagram using density functional perturbation theory (DFPT). The phonon 

dispersion, plotted along high-symmetry lines in the Brillouin zone, shows no soft modes 

(negative frequencies), confirming the compound's dynamical stability. 

Electronic and magnetic properties: 

The band structures of the studied HH compounds are similar, with minor 

differences. In the majority-spin channel, the bands cross the Fermi level, while in the 

minority-spin channel, the Fermi level is located within a band gap. This behavior classifies 

the HH compounds as half-metals. The half-metallic gaps are approximately 0.85 eV for 

CrCoSi and 0.02 eV for MnCoSi. In contrast, the DHH compound CrMnCo₂Si₂ has reduced 

half-metallic gaps of 0.53 eV and 0.002 eV. The magnetic moments in CrCoSi and MnCoSi 

originate primarily from the Cr and Mn atoms. The large exchange splitting between the 

spin-up and spin-down states around the Fermi level in the d-orbitals of Cr and Mn results 

in 100% spin polarization. 

This study opens new avenues in materials science, highlighting double half-Heusler 

compounds as a promising class of materials with exceptional properties such as phase 

transitions, magnetoresistance, half-metallicity, spintronic applications, and shape memory 

effects. 
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Abstract
The structural, elastic, electronic, and magnetic properties of the CrCoSi, MnCoSi parent half-Heusler (HH) alloys, and their

CrMnCo2Si2 derivative double half-Heusler (DHH) compound are studied, utilizing the augmented plane wave method, which
is based on density functional theory and implemented in the WIEN2k code. The stability of HH structure of the CrCoSi and
MnCoSi alloys has been checked for their non-magnetic and ferromagnetic phases, leading to that the latter phase of the type
I arrangement is the most stable. The CrMnCo2Si2 DHH alloy, derivative from the found structural and magnetic ground states
of CrCoSi and MnCoSi HH alloys, is constructed and investigated. This DDH as well as its CrCoSi parent HH are found to be
resistant to deformation and can be classified as ductile materials, whereas the MnCoSi compound is brittle. By the gradient
generalized approximation (GGA), the electronic structures of CrCoSi, MnCoSi, and CrMnCo2Si2compounds exhibit a metallic
behavior in the spin-up channel and a semiconducting behavior in the spin-dn channel, with band gaps (half-metallic gaps) of
0.851(0.020), 0.852(0.021), and 0.531(0.002) eV, respectively. The half-metallicity of CrMnCo2Si2 DHH is retained with smaller
(larger) band gap (half-metallic gap) of 0.38(0.106) eV than that of GGA, using GGA + U approximation. In addition, the total
magnetic moments are found to be 1, 2, and 3 μB for CrCoSi, MnCoSi, and CrMnCo2Si2, respectively. Therefore, these alloys
can be good candidates for spinitronic applications due to their half-metallicity.

Key words: half-metal, heusler alloys, spin polarization, mechanical stability, FP-LAPW

1. Introduction
Spin-based electronics has grown into a significant field

of study that spans a wide range of high spin-polarized ma-
terials, used in spintronic devices. It overcomes the limita-
tions of electronics by using the spin-to-store information in-
stead of charge of electrons. The half-metallic ferromagnets
(HMFs) are an important class of spintronic materials with
a very unique electronic structure. In these materials, elec-
trons with one spin orientation pass through the Fermi sur-
face to participate in conduction, showing a metallic charac-
ter; while the electrons with the other spin orientation ex-
hibit insulator or semiconductor characteristics [1, 2].

Therefore, the half-metals have theoretically a spin polar-
ization of 100% and can provide fully spin-polarized carri-
ers. They are regarded as ideal materials for the construc-
tion of spintronic devices and have attracted much attention.
Heusler alloys [3] are one of the most motivating category
of materials with half-metallic behavior, which structurally
have many possible types: full-Heusler alloys with general for-
mula X2YZ, half-Heusler (HH) with formula XYZ, and quater-

nary compound with the composition XX′YZ. Several Heusler
alloys have been investigated and found to be HMFs, such as
that of de Groot et al. 1983 [4], where they have shown that
the most famous HH, NiMnSb compound, is a half-metallic
ferromagnetic (FM) material, using the magnetic measure-
ments [5]. The first prediction of this phenomenon, in the
case of quaternary and full Heusler compounds, has been
found by the Japanese research groups; Ishida et al. studied
the Co2MnZ compounds, where Z matches to Si and Ge [6] and
Alijani et al. have demonstrated that the quaternary inter-
metallic Heusler compounds CoFeMnZ (Z = Al, Ga, Si, or Ge)
are potential HMFs with high Curie temperatures, using ab
initio electronic structure calculations [7]. Another renowned
class of HMFs is found in the rutile structure like the mag-
netic oxide Fe3O4 [8] and CrO2 [9]. Galanakis et al. showed
that zinc-blende compounds have a FM half-metallic behavior
for a wide range of lattice constants [10]. The same behavior
appears in double perovskite Sr2CrReO6 [11].

One of the Heusler family’s well-known HMFs or near-HMFs
is the HH alloys. Recently, the investigation of Uto et al. [12],

Can. J. Phys. 101: 339–346 (2023) | dx.doi.org/10.1139/cjp-2022-0251 339

C
an

. J
. P

hy
s.

 D
ow

nl
oa

de
d 

fr
om

 c
dn

sc
ie

nc
ep

ub
.c

om
 b

y 
F.

 K
he

lf
ao

ui
 o

n 
11

/1
7/

23
 F

or
 p

er
so

na
l u

se
 o

nl
y.

 

mailto:friha.khelfaoui@univ-saida.dz
http://dx.doi.org/10.1139/cjp-2022-0251


Canadian Science Publishing

340 Can. J. Phys. 101: 339–346 (2023) | dx.doi.org/10.1139/cjp-2022-0251

Fig. 1. Total energy per formula unit of ferromagnetic (FM), non-magnetic (NM), and antiferromagnetic (AFM) phases as func-
tions of the volume for CrCoSi and MnCoSi HH alloys.

using density functional theory (DFT) calculations, indicate
that CoCrSb is mechanically stable and has a half-metallic
behavior, with a minority-spin band gap of 0.81 eV. Further-
more, Javed et al. [13] have calculated the spin-polarized band
structures, cohesive formation energy, elastic constants, and
have also analyzed the phonon dispersion curve of CrMnS HH
to prove its half-metallic FM behavior, thermodynamically,
mechanically, and dynamical stabilities. Latest DFT simula-
tions by Ozdemir et al. [14] indicated a half-metallic behavior
in MnZrX HH compounds (X = In, Tl, C, Si, Ge, Sn, Pb, N, P,
As, Sb, O, S, Se, Te) [21].

In all above mentioned materials, the half-metallic char-
acter is caused by the d-spin polarization of the transition
elements. Inspired by HH alloys, particularly those based
on transition metals, and with the aim of enhancing liter-
ature with novel (HMFs) materials that have high spin po-
larization, we have studied novel double half-Heusler (DHH)
CrMnCo2Si2, derivative from the HH alloys CrCoSi and Mn-
CoSi, which have also been examined and compared with the
results of Hussain [15], and Feng et al. [16]. In this paper, the
outcomes of these latter are also compared with those of the
considered novel DHH compound CrMnCo2Si2.

2. Computational method
In this paper, the full potential linearized augmented plane

wave (FP-LAPW) method [17], within the framework of the
DFT, as implemented in WIEN2k code [18], was used to exam-
ine the structural, mechanical, and magneto-electronic prop-
erties of CrCoSi, MnCoSi, and CrMnCo2Si2 Heusler alloys.
The generalized gradient approximation (GGA) of Perdew–
Burke–Ernzerhof [19, 20] was used to evaluate the exchange-
correlation energy functional, for all considered materials,
but for only CrMnCo2Si2 DHH compound, the Hubbard cor-
rection is added to the GGA (i.e., GGA + U), with the effec-

tive values (Ueff) of 1.59, 1.92, and 1.69 eV for Cr, Co, and
Mn atoms, respectively. It has been demonstrated that these
Ueff values are accurate for describing the magnetic moment
and electronic structure in the Heusler alloys [21]. In this
method, the space is divided into non-overlapping muffin-tin
(MT) spheres separated by an interstitial region, and the used
MT radii for Cr, Mn, Co, and Si atoms are 1.46, 1.71, 1.83,
1.5, and 1.71 (Bohr), respectively. In addition, the set cut-off
parameters RMT.Kmax, lmax, Gmax, and Nk-points are 8.0, 10, 12,
and 3000, respectively, where RMT represent the smallest MT
sphere radius, Kmax is the maximum modulus for the recip-
rocal vectors, lmax is the maximum angular quantum num-
ber for the expansion of wave functions inside the spheres,
Gmax is the plane-wave cutoff (magnitude of largest vector in
charge density Fourier expansion), and Nk-points is the num-
ber of k-points in the whole Brillouin zone. The convergence
criterion of 10−6 Ry and 10−5 e for the energy and charge, re-
spectively, is used.

3. Results and discussion

3.1. Structural properties
The most important step in ab initio calculations is the

determining of the structural properties for a given system
on its ground state, which will enable us to understand
other important physical properties. CrMnCo2Si2 crystallizes
in a tetragonal structure with a space group N◦115, gen-
erated from the two HH compounds CrCoSi and MnCoSi.
The energy versus volume, for latter compounds (i.e., HH) in
their FM, non-magnetic (NM), and antiferromagnetic (AFM)
phases, is calculated in the first step and shown in Fig. 1.
These graphs show that our HH compounds are more sta-
ble in FM phase of type I (i.e., specified atomic arrangement:
Cr/Mn(0,0,0), Co(1/4,1/4,1/4), Si(1/2, 1/2,1/2)) structure than
the other phases because the corresponding energy is the
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Fig. 2. Total energy per formula unit as functions of the vol-
ume for the ferromagnetic (FM), non-magnetic (NM), and an-
tiferromagnetic (AFM) phases of CrMnCo2Si2 DHH alloy.

lowest. From this type structure, the DHH structure is ob-
tained by substitution of two Cr atoms, in the cubic con-
ventional cell of CrCoSi HH (lattice parameter aHH), with Mn
atoms. Therefore, the obtained structure has a tetragonal
structure (aDHH = aHH√

2
, cDHH = aHH). The optimization of this

obtained DHH structure is performed for its FM, NM, and
AFM phases, as shown in Fig. 2. As can be seen from this fig-
ure, the FM phase is the most stable magnetic phase. In addi-
tion, to obtain the ground state properties, the calculated to-
tal energies as functions of volume are fitted with the Birch–
Murnaghan equation [22], as follows:

E (V ) = E0 + 9V0B0

16

⎧⎨
⎩

[(
V0

V

)2/3

− 1

]3

B̀0

+
[(

V0

V

)2/3

− 1

]2 [
6 − 4

(
V0

V

)2/3
]⎫⎬
⎭ (1)

Our calculated equilibrium lattice constants, bulk moduli
B, pressure derivatives B′, and formation energies Eform are
presented in Table 1. The bulk modulus is a measure of how
resistant these compounds are to compression and is deter-
mined by the equation, B = V ∂2 E

∂ V 2 . The obtained results, as
can be seen in Table 1, show that the resistance to compres-
sion (Bulk modulus) decreases with the increase of X atomic
number (B(CrCoSi )> B(CrMnCo2Si2 )> B(MnCoSi)).

To verify the validity of synthesizing these alloys, we cal-
culated the energy of formation using the following expres-
sions:

Eform (XCoSi) = Etot
XCoSi −

(
Ebulk

X − Ebulk
Ca − ESi

)
(2)

Eform (CrMnCo2Si2) = Etot
CrMnCo2Si2 −

(
Ebulk

Cr + Ebulk
Mn + 2Ebulk

Ca + 2ESi

)
(3)

where Etot
XCoSi and Etot

CrMnCo2Si2
are the total energies per unit cell

for XCoSi(X = Cr and Mn) and CrMnCo2Si2, respectively, at the
equilibrium state and Ebulk

Cr , Ebulk
Mn , Ebulk

Co , andEbulk
Si match to the

total energy for Cr, Mn, Co, and Si per atom, respectively, at
ground state. The resulted negative values of the formation
energy point out that our studied compounds are thermody-
namically stable and it is possible to synthesize them experi-
mentally.

To check the dynamical stability of the CrMnCo2Si2 com-
pound, we calculated its phonon dispersion diagram using
the linear response method within the density functional per-
turbation theory, as implemented in the CASTEP code [23].
The calculated phonon dispersion along lines of high sym-
metry in the Brillouin zone, for CrMnCo2Si2, is presented in
Fig. 3. It is known that the absence of soft modes (imaginary
modes, negative frequencies) in the phonon dispersion curve
of a material implies its dynamical stability [24]. There are
no negative frequencies in the phonon dispersion diagram,
shown in Fig. 3, which highlights the dynamical stability of
the CrMnCo2Si2 compound.

3.2. Mechanical properties
With a view to affirm the stabilization of our studied com-

pounds, the elastic properties are performed using IRelast
package, incorporated in WIEN2k code. The gained results
reported in Table 2 are positive and obey Born’s stability cri-
teria for cubic structures [25]: C11 > 0, C11 − C12 > 0, C11 +
2C12 > 0, and C44 > 0, and for tetragonal (I) structures [26]: C11

> 0, C33 > 0, C44 > 0, C66 > 0, C11 − C12 > 0, C11 + C33 − 2C13

> 0, 2C11 + C33 + 2C12 + 4C13 > 0, subsequently, CrCoSi,
MnCoSi, and CrMnCo2Si2 are mechanically stable.

Other mechanical quantities, such as bulk BC/T (C for cu-
bic structure and T for tetragonal structure), shear G, Young’s
moduli E, anisotropic factor, as well as Poisson’s ratio, can be
obtained from the evaluated elastic constants by using the
following formula:

BC = C11 + 2C12

3
, BT = 1

9
(2C11 + 2C12 + 4C13 + C33) (4)

GC = 1
5

(3C44 + C11 − C12) (5)

GT = 1
2

[
2C11 + C33 − C12 − 2C13

15 + (2C44 + C66) /5

+ 15
4 (S11 + S22 + S33 ) + 3 (S44 + S55 + S66 ) − 4 (S12 + S13+S23 )

]
(6)

EC/T = 9BG
3B + G

(7)

νC/T = 1
2

(
1 − E

3B

)
(8)

AC = 2C44

C11 − C12
AC/T = 5

GV

GR
+ BV

BR
− 6 (9)

where BV, GV, BR, and GR are the estimated bulk and shear
modulii by Voigt and Reuss methods, respectively. The cal-
culated elastic constants as well as mechanical parameters,
for all considered materials, are illustrated in Table 2 It can
be seen that the bulk modulus values resulting through the
elastic constants for the three compounds accord well with
that gained from the total energy optimization. According
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Table 1. Calculated lattice parameters (in Å) for the structural ground state of the CrCoSi, Mn-
CoSi HH alloys and parent structure of CrMnCo2Si2 DHH, bulk modulii (in GPa), their deriva-
tive pressures, and formation (Eform) energies (in eV/atom) of the structural and magnetic
ground phase (FM) for CrCoSi, MnCoSi, and CrMnCo2Si2 compounds.

X aHH B B′ Etot Eform

CrCoSi GGA 5.3864
5.4100 [15]
5.3900 [16]

190.87 4.86 −5468.85962 −0.45

MnCoSi GGA 5.3857
5.4100 [16]

174.72 5.02 −5684.39097 −0.44

CrMnCo2Si2 GGA 5.3899 181.00 4.72 −11153.250925 −0.45

Fig. 3. Phonon dispersion diagram along lines of high sym-
metry in the Brillouin zone for the CrMnCo2Si2 compound.

to the calculated datum, CrCoSi has a stronger capability to
resist deformation compared with other compounds. Other-
wise, the shear modulus presents a strong ability to defend
versus reversible deformation by shear strain for CrMnCo2Si2

DHH alloy, while its young modulus value shows a greater
hardness than their parent HH CrCoSi and MnCoSi.

To categorize ductility and brittleness of our studied com-
pound, the B/G ratio, called Pugh’s ratio, too is usually used.
Depending on Pugh’s [27] index, if B/G < 1.75 (B/G > 1.75),
the material is characterized by brittle nature, otherwise,
the ductile nature is expected. The calculated value of B/G
was found to be 1.9, 1.7, and 1.9 for CrCoSi, MnCoSi, and
CrMnCo2Si2, respectively. One can look out that MnCoSi is
categorized as brittle, while CrCoSi and CrMnCo2Si2 com-
pounds are showing their ductility.

The analysis of the degree of anisotropy requires the use of
anisotropic parameter A. For isotropic materials A = 1; how-
ever for anisotropic materials A �= 1 [28]. With regard to com-
pounds CrCoSi, MnCoSi, and CrMnCo2Si2, it is found to be dif-
ferent to unity, so, these Heusler alloys have an anisotropic
behavior. Poisson’s ratio ν is ordinarily utilized to compre-
hend the kind of the bonding force in a compound [29].
The value of Poisson’s ratio was evaluated to be 0.28, 0.26,
and 0.27 for CrCoSi, MnCoSi, and CrMnCo2Si2, respectively,
is around 0.25, indicating a higher ionic behavior as inter-
atomic bonding. The resulted computed elastic parameters

are, as shown in Table 2, in good agreement with those of
Feng et al. [16] and Hussain et al. [15], for both investigated
HH alloys.

3.3. Electronic and magnetic properties:
This section was used to comprehend the behavior of the

electronic states of the CrCoSi and MnCoSi HH alloys and
their derivative DHH CrMnCo2Si2 from their calculated band
structures and density of state (DOS) maps, using GGA ap-
proximation, which are plotted for both spin channels. As
shown in Fig. 4, it is clear that the general band profiles
are almost analogous for both studied HH with a little di-
versity in the details. It can be seen band crossings with
the Fermi level in the majority-spin channel, whereas in the
minority-spin bands, the Fermi level just situated in the en-
ergy band gap, describing the considered HHs as half-metals
with energy gaps (half-metallic gaps) of about 0.85(0.02) eV
for both of them. This similarity is due to their very close
atomic numbers of Cr (Z = 24) and Mn (Z = 25) atoms.
In addition, as can be seen from Table 3, these findings
are smaller than those of Feng el al [16] and Hussain et al.
[15] due to different used methods, based on the descrip-
tion of the interaction between ions and electrons by ul-
trasoft pseudo potentials [30, 31]. Furthermore, our inves-
tigated derivative DHH CrMnCo2Si2 has much smaller gaps
(HM gap) of 0.53(0.002) and 0.382(0.106) eV, obtained by GGA
and GGA + U approximations, respectively. Thus, the ob-
tained data demonstrate the half-metallic character of Cr-
CoSi, MnCoSi, and CrMnCo2Si2 Heusler alloys, as indicated
in Table 3.

To comprehend the electronic properties, total (TDOS) and
partial (PDOS) densities of states have been plotted and given
in Fig. 5. The magnetic moment is essentially originated from
Cr and Mn atoms in which the Cr-d and Mn-d states have
large exchange divisions between the states of the spin-up
and -down channels around the Fermi level for CrCoSi and
MnCoSi, respectively, as shown in Table 4. In addition, Co
atom has a negative magnetic moment for both HH alloys,
demonstrating an antiferomagnetic interaction between Co
and Cr/Mn atoms. There is no contribution of Si atom for all
studied Heusler compounds. The total magnetic moments are
found to be 1 and 2μB for CrCoSi and MnCoSi, respectively,
but, for their derivative CrMnCo2Si2 DHH alloy, the results
of both approximations (i.e., GGA and GGA + U) show that
the main contribution to its total magnetic moment is from
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Table 2. Elastic constants C11, C12, C13, C33, C44,C66 (in GPa), bulk B, Young E (GPa), shear G moduli (in GPa), B/G, anisotropic
parameter A, and Poisson’s coefficients υ of CrCoSi, MnCoSi, and CrMnCo2Si2 Heusler alloys.

X C11 C12 C13 C33 C44 C66 B E G B/G A υ

CrCoSi 285.5
274.6 [15]

145.8
115.2 [15]

– – 132.3
94.9 [15]

– 192.4 125.8 49.3 1.9 0.62 0.28

MnCoSi 253.60 137.97 – – 127.5 – 176.5 131.9 52.1 1.7 0.75 0.26

CrMnCo2Si2 330.96 74.15 137.7 268.2 127.5 65.2 181.0 248.0 97.5 1.9 0.57 0.27

Fig. 4. Spin-polarized band structures for CrCoSi, MnCoSi, and CrMnCo2Si2 Heusler alloys.

Table 3. Gap and half-metallic gap (in eV) of CrCoSi, Mn-
CoSi, and CrMnCo2Si2 Heusler alloys.

X Gap HM gap

CrCoSi GGA 0.851
1.160 [15]
0.670 [16]

0.020
0.650 [15]
0.660 [16]

MnCoSi GGA 0.852
0.640 [16]

0.021
0.190 [16]

CrMnCo2Si2 GGA 0.53 0.002

GGA + U 0.382 0.106

Cr and Mn atoms, as demonstrated by large splitting of their
d-orbitals around Fermi level, leading to 100% spin polariza-
tion. Furthermore, little contributions to the total magnetic
moment are from Co and Si atoms. The spin magnetization

has an integer of 3μB for CrMnCo2Si2, confirming its classifi-
cation as half-metallic material.

4. Conclusion
Using FP-LAPW method, the structural, elastic, electronic,

and magnetic properties of CrCoSi, MnCoSi, and CrMnCo2Si2

have been investigated. According to our calculations, they
are stable in their FM phase. When compared with other
compounds, CrCoSi’s bulk modulus shows a higher resis-
tance to the deformation. Otherwise, a large shear modulus
value indicates a strong ability to defend against reversible
deformation by shear strain for The DHH CrMnCo2Si2.
The B/G values indicate the brittleness of MnCoSi, whereas
CrCoSi, and CrMnCo2Si2 compounds are showing their
ductility. The anisotropic coefficient A is different from the
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Fig. 5. Spin-polarized density of states (DOS) for CrCoSi, MnCoSi, and CrMnCo2Si2 Heusler alloys.
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Table 4. Atomic (MCr, MCo, MMn, MSi), interstitial (MIntersti), and total magnetic (Mtot) moments (in μB) for
CrCoSi, MnCoSi, and CrMnCo2Si2 Heusler alloys.

X Method MCr MMn MCo MSi MIntersti Mtot

CrCoSi GGA 1.166
1.550 [15]
1.560 [16]

– −0.178
−0.410 [15]
−0.42 [16]

−0.031
−0.09 [15]

0.043 1.000
1.000 [15]
1.000 [16]

MnCoSi GGA – 2.114
2.120 [16]

0.027
−0.040 [16]

−0.061 0.080 1.999
2.000 [16]

CrMnCo2Si2 GGA 0.612 2.560 −0.042 −0.034 −0.018 3.000

GGA + U 0.438 3.352 −0.329 −0.058 −0.047 3.000

unit for all compounds, so, CrCoSi, MnCoSi, and CrMnCo2Si2

compounds have an anisotropic behavior. Poisson’s ratio
values of 0.28, 026, and 0.27 for CrCoSi, MnCoSi, and
CrMnCo2Si2, indicate a higher ionic behavior as inter-atomic
bonding. The electronic structures of CrCoSi, MnCoSi, and
CrMnCo2Si2 exhibit a metallic behavior for the spin-up chan-
nel and a semiconducting behavior in the spin-dn channel.
The integer values of 1μB (CrCoSi), 2μB (MnCoSi), and 3μB

(CrMnCo2Si2) confirm their half-metallic nature with a major
contribution of Cr and Mn atoms. The 100% spin polarization
of CrCoSi, MnCoSi, and CrMnCo2Si2 systems make all of them
good candidates for spinitronic applications.
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