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- Abstract -

Nowadays, in a world covered by networks, there are more smart devices than
peoples, since a person owns different smart devices in different forms. These de-
vices, which interconnect and exchange a very large flow of data, perform several
functions including monitoring, data collection, and data evaluation.

In this thesis, we will focus on this new trend of interconnected objects used to
improve the daily life of individuals. For this, the exploitation of the Internet of
Things in the field of monitoring and control is a recent research axis that helps
human beings to ensure this task based on the data captured by the intelligent
devices that will be subsequently analyzed and processed by different methods.
It is in this context that we orient our research on the concept of linking objects
to the Internet, known today as the Internet of Things. Our work is articulated
around two issues, physical activity and fall prevention in the elderly and the se-
curity of international borders.

In our first work, we proposed an approach based on metaheuristics for real-time
security and boundary protection. This technique is inspired by the behavior of
natural cockroaches and the phenomenon of seeking the most attractive and se-
cure place to hide.

In our second work, we used classification algorithms to combat the risk of falls in
the elderly and enable these individuals to continue their lives in the best possible
condition. We examine the applicability of three data mining algorithms for real-
world IoT datasets. These include K-nn, Naive Bayes, and Decision Tree. The
main contribution of this work is the analysis of the efficiency of three data mining
algorithms.

All the experiments carried out and the results obtained have shown the benefits
derived from the use of our system.

Keywords: Big Data, Internet of Things, Data mining, metaheuristic, RFID,
Classification, Human activity recognition, Batteryless wearable sensor, cockroach,
older people, Border Surveillance, Security, Border Patrol, Video Surveillance, Se-
curity Alarm, Remote Surveillance System.
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- RESUME -

Aujourdﬁui, dans un monde couvert par des réseaux, il y a plus dappareils intel-
ligents que de personnes puisquine personne possede différents appareils intelli-
gents, dans différentes formes. Ces appareils qui sinterconnectent et échangent un
flux de données trés important assurent plusieurs fonctions dont la surveillance,
la collecte des données et 1 évaluation de ces données.

Dans cette these on va sintéresser a cette nouvelle tendance des objets intercon-
nectés utilisés dans le but daméliorer la vie quotidienne des individus. Pour cela,
Léxploitation de linternet des objets dans le domaine de la surveillance et le con-
trole est un axe de recherche récent qui aide I’étre humain a assurer cette tache
en basant sur les données capturées par les appareils intelligents qui seront par
la suite analysés et traités par différentes méthodes.Cést dans ce contexte que
nous orientons notre recherche sur le concept de lier les objets linternet, connu
de nos jours comme Internet of Things. Nos travaux se sont articulés autour de
deux problématiques, lactivit physique et prévention des chutes chez les personnes
agées et la sécurité des frontiere internationale.

Dans notre premier travail nous avons proposé une approche basée sur les méta-
heuristiques daide a la sécurité et la protection des frontieres en temps réel. Cette
technique est inspirée par le comportement des cafards naturel et le phénomeéne
de chercher léndroit le plus attrayant et sécurisé pour se cacher.

Dans notre deuxiéme travail nous avons utilisé des algorithmes de classification
pour lutter contre les risques de chute des personnes agées et permettre a ces
personnes de continuer leur vie dans les meilleures conditions possibles. Nous
examinons lapplicabilité de trois algorithmes déxploration de données pour des
ensembles de données IoT réels. Ceux-ci incluent K-nn, Naive Bayes, Arbre de
décision. La principale contribution de ce travail est lanalyse de 1éfficience de trois
algorithmes de léxploration de données.

Lénsemble des expérimentations réalisées et les résultats obtenus ont montré le
bénéfice dérivé de lutilisation de notre systéme.

Mots clés: Big Data, Internet des objets, fouille de données, métaheuristique,
RFID, Classification, Reconnaissance de 'activit humaine, Capteur portable sans
pile, Cafard, Personnes dgées, Surveillance des frontieres, Sécurité, Patrouille des
frontieres, Vidéosurveillance, Alarme de sécurité, Systeme de surveillance a dis-
tance.
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INTRODUCTION

Context

Today, in a world covered by networks, there are more smart devices than people,
since a person has different smart devices in different forms. Connecting all These
devices and forming a network of devices is the basic idea of IoT. A major objective
of IoT is to make the environment around us smarter, by giving the environment
the information it needs, the IoT uses the internet to connect devices that can
be easily monitored and controlled, also the same things can be automatically de-
tected by other things, further communicate with each other through the internet,
and can even make decisions themselves.

Over time, various sensory data are collected and generated by an enormous
amount of sensing devices. This will result to generate in a big amount of data from
the sensors used for collecting the data. To prevail over these applications some
meaningful information must be deduced out of the collected data to make deci-
sions. Applying analytics over such data streams to make control decisions, dis-
cover new information and foresee future insights is a pivotal procedure that makes
IoT a worthy paradigm for businesses and a quality-of-life improving technology.
Among the most extremely useful technologies are Data Mining and metaheuris-
tic. A major challenge in these settings is the timely analysis of large amounts of
data (big data) to produce decisions and highly reliable and accurate insights so
that IoT could satisfy its guarantee. The aim of this work is to check whether the
traditional data mining and meta-heuristic algorithms would likewise work for the
[oT datasets, or new families of data mining and meta-heuristic algorithms are
required.

Problematic

The great power of the IoT lies in the fact that its objects communicate, analyze,
process, and manage data autonomously and without any human intervention.
However, a major challenge in these settings is the timely analysis of large amounts
of data (big data) to produce decisions and highly reliable and accurate insights
so that IoT could satisfy its guarantee. The aim of this work is to check whether
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the traditional data mining and meta-heuristic algorithms would likewise work for
the IoT datasets, or new families of data mining and meta-heuristic algorithms
are required.

In our research we have touched on two major problems, the first problemis the
border and sensitive site surveillance. We applied a new meta-heuristic to the
[oT data. The second contribution of this research is the introduce a new meta-
heuristic inspired by the natural behavior of cockroaches for the surveillance of
borders through videos captured by one of the drones via sensors.

Security along the international border is a critical process in security assess-
ment due to increased terrorism risks, illegal immigration, and menaces. Border
surveillance is one of the fundamental parts of the nations security because it is
the system that maintains security along the border. It must be exercised 247 |
and no break and no fall of alertness can be tolerated. The illegal border crossing
activities have been raised due to less secure fence border security systems. The
traditional border surveillance systems consist of borders soldiers, which cannot
offer surveillance all the time. As technology advancement is increasing, automatic
ways of increasing border security along international borders are needed. On the
other hand, the implementation of security and surveillance systems is significant
over borders for the prevention of illegal immigration, smuggling, and terrorism
dependable detection and at long distance and the identification of the possible
threats of the day as night and in all weathers and to spot and tell possible men-
aces as fast as possible This is why we will present techniques to overcome this
problem by applying a metaheuristic method to analyze data (images and videos)
emitted by IP cameras and sensors placed in drones along the borders and make
decisions in real-time by detecting suspicious acts.

The second problem is the problem of falls in the elderly; we compare three data
mining algorithms (Naive Bayesian, KNN, and Decision Tree) for IoT data The
contribution of this work is to focus on analyzing techniques that are used for
prediction purposes of falls in the elderly; in which Traditional care of an elderly
person is a difficult, costly and complex task. The need to have a caregiver with
the elderly person almost all the time drains the human and financial resources
of the health care system. In addition, the relationship is often complicated be-
tween the caregiver and the elderly who wishes to preserve his or her privacy.
The emergence of the field of Artificial intelligence has allowed the conception of
technological assistance where an artificial agent, also called an ambient agent,
helps and reduces the time spent by the caregiver with the elderly person. This
work presents a methodology based on multimodal sensors to configure a simple,
comfortable and fast fall detection and human activity recognition system that
can be easily implemented and adopted. This work aims to focus on analyzing
techniques that are used for prediction purposes of falls in the elderly. The param-
eters detection is gotten by the utilization of sensors and is kept up as datasets.
Internet of Things (IoT) is used primarily to gather data from the user. We exam-
ine the applicability of three data mining algorithms (Naive Bayesian, KNN, and
Decision Tree) for IoT data. These algorithms are analyzed and a comparative
study is undertaken to find the classifier that performs the best analysis on the
dataset obtained, using a set of predefined performance metrics to compare the
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results of each classification.

Contributions

The aim of this thesis is to check whether the traditional data mining and meta-
heuristic algorithms would likewise work for the IoT datasets, or new families
of data mining and meta-heuristic algorithms are required. To this end, first we
present an approach to assist in border and sensitive site security through the push
the limits of facial identification in the context of video surveillance for responding
to suspicious activities automatically. For this, an intelligent border and sensitive
site surveillance system must:

1. Prediction and Prevention of falls among Elderly People.

2. Follow older persons and human activity recognition.

3. Ensuring the privacy of elderly.

4. Assist caregivers or family members to enable appropriate interventions.
5. Protecting the privacy of the elderly.

Secondly, we compare three data mining algorithms (Naive Bayesian, KNN, and
Decision Tree) for IoT data The contribution of this work is to focus on analyzing
techniques that are used for prediction purposes of falls in the elderly;

For this, a system for recognising activities in healthy older people must:

1. Identify malevolent people (thieves, terrorists, criminals. etc.) without facial
recognition.

2. Follow suspect persons.
3. Ensuring the privacy of individuals.
4. Assist authorities in their investigations.

5. Preventing crime before it is committed.

Our contribution is to focus on problems 1, 2, 3, 4, and 5 by the use of different
recent, technologies to perform this task;

o The Internet of things
 Classification algorithms

Metaheuristics

The big data
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Thesis Organization

In this thesis, we mainly dealt with two problems, the first problem is the use of
Artificial Intelligent to combat falls risks of older folks. We examine the applica-
bility of three data mining algorithms for real IoT datasets. These include K-nn,
Naive Bayes, Decision tree the main contribution of this work is the analysis of
the efficiency and effectiveness of three of the data mining. The secon problem is
real-time border and sensitive site protection assistance, which we have completed
with a proposal for an approach based on IP cameras, sensors, and metaheuristics.
The plan of this thesis is organized around a progression of the reflection, start-
ing from the problematic as treated in the state of the art (see part 1) towards
the operational solutions that have been designed, through the description of our
contribution, the experiments, and the results. (See part 2).

The first part presents an overview of the different research fields concerned by
our problematic, starting with a state of the art on Big Data, IoT, Data Mining,
and Metaheuristic (see Chapter 1, 2).

This first study allows us to expose the essential concepts for understanding the
field of research and to emphasize the key points related to our problematic. Then,
we approach the contribution part.

In the second part, we present our contribution. In chapter 3 and 4,

In chater 3, the approach ’Border security and surveillance System using IoT” is
detailed and, the approach 'Recognizing Physical Activity of hospitalized Older
People from Wearable Sensors Data using IoT’ is detailed in chapter 4.

We began this chapter with a detailed description of our system, which will be
followed by a presentation of the experiment, in the end, results and analysis are
reported, and finally, Conclusions are drawn.
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1.1 Introduction

Nowadays, enormous amounts of data circulate massively, from various sources of
social networks, the internet, Google, mobile devices, GPS, etc. This data flow
rapidly and in real-time and on a large scale of different types and structures
(texts, audio, images, and video...), big data is a term that has appeared with
the increase in these data. The challenge faced in this context traditional system
and data warehouses encounters the problem of performance degradation in the
face of such a large amount of data in terms of analysis and processing. Big data
solve this problem and several fields use big data as an optimal solution for data
management.

The term Internet of Things (IoT) emerged into public view only more recently,
but it is not a new concept. In 1999, Kevin Ashton the executive director of the
Auto-ID Center was laying the groundwork for what would become the Internet
of Things that is a technological revolution that represents the future of com-
puting and communications, and its development depends on dynamic technical
innovation in several important fields [I84]. IoT is a paradigm that consolidates
technologies and aspects coming from various methodologies. Internet Proto-

23
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col, communication technologies (Machine-to-Machine Communication (M2M)),
RFID Radio Frequency Identification, Ubiquitous computing, sensing technolo-
gies, Smart Services, and embedded devices are merged to form a system where
the real and digital worlds meet and are continuously in symbiotic interaction [26].

1.2 Data Science

Data Science brings together all the techniques used to extract information from
data. It is an area that consists of all that concerns the collection, cleaning,
preparation, analysis, and processing of structured and unstructured data.

Data Science is a multi-disciplinary approach to the intersection of mathematics,
statistics, data analysis, information theory, and computer programming that aims
to extract knowledge from data.

It can be defined simply as the discipline specialized in the study of information.
More specifically, it is interested in their source, what they represent and the
methods to be used to transform them into useful resources.

1.3 Artificial Intelligence (AI)

Artificial intelligence (AI) refers to the simulation of human intelligence in ma-
chines that are programmed to think like humans and mimic their actions. The
term can also be applied to any machine that exhibits traits associated with a
human mind such as learning and problem solving.

The term Artificial Intelligence (AI) was introduced by McCarthy in 1956 [106]
during a conference at Dartmouth College, and the term has since been adopted to
represent the field. Al is directly related to the concepts of knowledge-based sys-
tems, expert systems, intelligent systems, knowledge acquisition, machine learning
among other subjects of study and practical application.

Artificial intelligence is based on the principle that human intelligence can be de-
fined so that a machine can easily imitate it and perform tasks, from the simplest
to the more complex ones. The goals of artificial intelligence include learning, rea-
soning, and perception. With technological advancements, previous criteria that
have defined artificial intelligence becomes obsolete. For example, machines that
calculate basic functions or recognize text through optimal character recognition
are no longer considered embodying artificial intelligence since this function is now
taken for granted as an inherent computing function. Al is continuously evolving
for the benefit of many different industries. The machines are linked according to
an interdisciplinary approach based on mathematics, computer science, linguistics,
psychology.

Al is widely used by large organizations to simplify the life of an end-user. The
uses of artificial intelligence would largely fall under the category of data process-
ing, which includes the following:

e Data research and search optimization to yield the most relevant results.

e Logic chains for if-then reasoning, which can be applied to execute a series
of commands based on parameters.
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e Pattern detection to identify significant patterns in a large data set for a
unique perspective.

e Probabilistic models applied to predict future results.

1.4 Knowledge Discovery Data

Knowledge discovery in data (KDD) is an iterative and interactive process of an-
alyzing a large set of raw data in order to extract knowledge that can be used by
an analyst user who plays a central role in the process.

The Knowledge Discovery from Data (KDD) process [4] involves browsing the big
data in a database, looking for knowledge.

This process includes steps of problem definition (domain definition, end-user pur-
pose), data preparation (selection, preparation, transformation), data mining (Se-
lection, appropriate data mining tools, pattern matching), and evaluation of results
to arrive at new knowledge.

The process presented is iterative, and several backtracking in the different steps
may be necessary to refine the results.

1.5 Data mining

First, certain distinctions between the following concepts: data, information, and
knowledge are to be discerned. Several definitions can be found in the literature
[23] [I17]. These three notions are defined as follows:

Data: is a basic element that represents information in a database, namely a
measure or a characteristic. It describes specific examples or events. It can be
collected automatically or in writing. The notion of data is therefore perceived as
the lowest level layer in the conceptual hierarchy of knowledge.

Information Information is an element of knowledge capable of being coded or
represented using conventions to be stored, processed, or communicated, when
one gives meaning to a given through an interpretative framework, it becomes
information, information is organized data presented in context, the notion of
information, therefore, has a higher conceptual degree than the notion of data in
value and meaning. [29]

The knowledge Knowledge is interpretable and exploitable information, having
a meaning. So it is defined either as refined, synthesized, systematized information
or as information associated with a context of use. [167].

1.5.1 Data Mining Definitions

Data Mining (DM) is the set of methods and techniques intended for the explo-
ration and analysis of computer databases (often large) automatically or semi-
automatically, to detect in these data of rules, associations, unknown or hidden
trends, particular structures restoring most of the useful information while reduc-
ing the quantity of data [104].

Frawley and Piatesky-Shapiro define data mining as the extraction of original,
previously unknown that potentially useful information from data [57].
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According to [87], the most commonly accepted definition of DM is that of [56]:
Data Mining is a non-trivial process that consists of identifying, in data, valid,
potentially useful, and above all understandable and usable.

In short, we can say that Data Mining is a set of techniques and methods in
the field of statistics, mathematics, and computer science, allowing the extraction
from a large volume of raw data of previously unknown original knowledge.

It appeared in the mid-1990s in the United States, as a new discipline at the in-
terface of statistics and information technologies (databases, artificial intelligence,
machine learning) [36].

The data mining community initiated its first conference in 1995 following nu-
merous workshops on KDD between 1989 and 1994. The first journal in the field
Data mining and knowledge discovery journal published by Kluwers was launched
in 1997. [36]

There are a number of data mining tasks such as

Classification: Consists of examining the characteristics of a new object and
assigning it to a predefined and well-characterized class.

Estimation: The classification relates to discrete events (for example the pa-
tient was hospitalized or not). The estimate is based on continuous variables (for
example the length of hospitalization).

Clustering: We segment a heterogeneous population into a number of more
homogeneous subgroups (clusters). In this case, the classes are not predefined.

Prediction: This function is close to classification or estimation, but the ob-
servations are classified according to future behavior or estimated value. The
model, built on sample data and applied to new data, predicts future behavior.

Association Rules: The Association Rules consist of grouping the elements
that are naturally together. The most appropriate technique for grouping these
similarities is the analysis of the kitchen basket [22].

Optimization: Optimization is the problem of optimizing one or more system
parameters according to a set of constraints. To solve many problems, it is com-
mon for each potential solution to include an evaluation function. The goal of
optimization is to maximize or minimize this function.

Association: Association is the task of looking for relationships or dependen-
cies between several characteristics of an individual.

Description: Sometimes the goal of the excavation is simply to describe what is
happening on a complicated database by explaining the existing relationships in
the data in order to first understand as best as possible the individuals, products,
and processes present in this base. The most suitable technique for the description
is the association rules.
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1.5.2 Data Mining Process

It is very important to understand that data mining is not just about discovering
patterns in a dataset. It is only one-step in a whole process followed by scientists,
engineers, or anyone else who seeks to extract knowledge from data. In 1996, a
group of analysts defined data mining as a process made up of five steps under
the CRISP-DM standard (Cross-Industry Standard Process for Data Mining) as
shown schematically below (Figure [L.1):

= g |
| Problem Definition
g
+ g |
| Data Gathering and Preparation |
o 4 .
| Pre-processing —
o 4 .
| Modeling —
+ = |
| Model Building and Evaluation |

Figure 1.1: The Data Mining Process

Problem Definition: This phase focuses on understanding the problem. Once
the problem is specified, we can prepare the data necessary for the exploration,
and develop a preliminary implementation plan.

Data Gathering and Preparation : From the definition of the problem, and
the objectives of the data mining, we can get an idea of which data should be used
and which does not always have the same format and structure.

Pre-processing : The preprocessing should prepare aggregate information about
the data for the following steps ; because the data can contain several types of
anomalies or errors in this case it is necessary to replace these data or to eliminate
their records or they can be inconsistent, that is outside the allowed intervals,
they must be excluded or normalized. Preprocessing also includes data reduction,
which helps reduce the number of attributes to speed up calculations and represent
the data in an optimal format for exploration. Once the data has been collected,
cleaned, and preprocessed, it is called a data warehouse.

Modeling : In this step, one must choose the right technique to extract knowl-
edge from the data. Techniques such as neural networks, decision trees, Bayesian
networks, clustering, etc... are used.
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Model Building and Evaluation : Usually, the goal of data mining is to
aid decision making by providing understandable models to users. This is the
final phase of the knowledge discovery process where the discovered knowledge is
presented to users in visual forms.

1.5.3 Data Mining Techniques

For database discovery, many data mining techniques can use to turn raw data
into actionable insights. Such as classification, clustering, prediction, regression,
time-series analysis, association, summarization neural networks, association rules,
decision trees, genetic algorithm, nearest neighbor method, etc.

Associations Rules Mining: Association generally involves finding results of
frequent sets of items among large data sets. This type of discovery helps compa-
nies make certain decisions, such as catalog design, cross marketing, and customer
behavior analysis. Association rule algorithms must be able to generate rules with
confidence values less than one. However, the number of possible association rules
for a given dataset is usually very large and a large part of the rules are generally
low (or even zero). [8§].

Classification: Classification is the most commonly used data mining technique,
which uses a set of pre-classified examples to build a model for classifying the
population of records in general. This approach frequently uses classification al-
gorithms based on a decision tree or a neural network. The process of classifying
data involves learning and classification. In training, the training data is analyzed
by a classification algorithm. In Classification, test data is used to estimate the
accuracy of classification rules. If the precision is acceptable, the rules can be
applied to the new data tuples. The classifier training algorithm uses these pre-
classified examples to determine the set of parameters required for appropriate
discrimination. The algorithm then encodes these parameters in a model called a
classifier. [88]

Decision trees: The decision tree is a tree-like structure that represents sets
of decisions. These decisions generate rules for classifying a data set. Specific
decision tree methods include Classification and Regression Trees and Automatic
Chi Square Interaction Detection. [8§]

Clustering Techniques: Clustering can be thought of as identifying classes
of similar objects. Using Clustering techniques, we can further identify dense and
sparse regions in model space and discover the overall distribution pattern and
correlations between data attributes. The classification approach can also be used
for efficient means of distinguishing groups or classes of objects, but it becomes
expensive and Clustering can be used as a preprocessing approach for the selection
and classification of subsets of attributes. [8§]

Regression: The Regression analysis can be used to model the relationship be-



29 Chapterl. Big Data and [oT

tween one or more independent variables and dependent variables. In data min-
ing, independent variables are already known attributes, and response variables
are what we want to predict[88].

Neuron networks: The method of neural networks (NN) is one of the most
widely used and evaluated tools from biology. A neural network is an abstract
model, composed of neurons (elementary units) organized according to architec-
ture and an intercommunication.

Genetic algorithms: Genetic algorithms (GA) are based on the mechanisms of
genetics and their function is similar to that of the human genome.

A genetic algorithm is an iterative algorithm. We start from a population of initial
potential solutions, arbitrarily chosen. The relative performance of the initial po-
tential solutions is evaluated and based on these performances; a new population
of potential solutions is created which will be evaluated. This cycle is repeated
until a satisfactory solution is found.

1.5.4 Data mining methods

The methods of data mining can be classified as follows [3] :
Depending on the type of learning used in the excavation methods :

Supervised data mining : Predict a hidden function using training data which
are pairs of input/output variables (labels or classes). The output of the method
provides for the label of the class of input variables. Classification and prediction
are examples of supervised data mining.

Unsupervised data mining : This is the identification of hidden patterns of
data without the introduction of training data (ie, input pairs and class labels).
Typical examples of unsupervised data mining are clustering and associative rule
mining.

Data mining methods can be classified into two main families : Predictive meth-
ods and descriptive methods. [50]

Descriptive methods : They allow the current situation to be described, they
characterize the general properties of the data in the database, and emphasize the
understanding and interpretation of the latter.

Predictive methods : Which, by learning about the past, simulate the future.
They use the data with known results to develop models to predict the values of
other data.

1.5.5 Data Mining Application

With the performance of current computer systems and the maturity of machine
learning methods, Data Mining has become very attractive in many fields of appli-
cation : medicine, genetics, astronomy, industrial processes, agriculture, or even
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customer relationship management. , and industrial production, etc. Compa-
nies have implemented these tools to improve their knowledge in order to better
serve them and increase their satisfaction and loyalty, to finally increase their
profitability. The main economic sectors using these techniques are the financial
sector (banks and insurance), telecommunications as well as large distribution
companies. In these sectors, which have long been massively computerized, data
is available in data warehouses.

We can summarize the most important fields of application of Data Mining in the
following areas :

e Customer Relationship Management (CRM Customer Relation-
ship Management) : This is the main area where Data Mining has proven
its effectiveness. Indeed, in this case, Data Mining makes it possible to in-
crease sales through better knowledge of the customer base. In an increas-
ingly competitive environment, the ability to win over and retain customers
relies on detailed knowledge of their needs and their behavior. The objectives
of Data Mining analyzes are multiple, such as loyalty, additional and cross-
selling, efficiency of the sales force, personalization of the offer, customer
contact, customer satisfaction survey, etc.

e Decision support (Business intelligence) : This is one of the best fac-
tors in increasing productivity. Data Mining is incorporated into this activ-
ity to better analyze data, look for factors explaining production defects and
their quality, and anticipate possible reactions.

e Manufacturers: particularly in production units, control and surveillance,
have always used statistical methods and modeling.

e Scientific and medical research : Data Mining provides hospitals with
solutions and services to enable them to better understand health behav-
ior and the pathologies encountered, namely : Medical diagnosis, inventory
of health behaviors, the analysis of health risks, the study of therapeutic
treatments, as well as the various studies in hospitals such as genomics, the
genetic code, etc...

e The financial sector (Banks and Insurance) : Thanks to Data Mining,
a financial organization can determine the exact profile of these customers
in order to target those with the same profile (mailing). Other applications
may be such as the management and calculation of customer risk, claims
analysis, assistance with recovery by directing the right approach, the search
for Fraud, the search for correlations between financial indicators, the return
on investment of equity portfolios.

e Pharmaceutical and cosmetic laboratories : Data Mining provides
pharmaceutical and cosmetology laboratories with solutions and services to
enable them both to better understand their core target and to improve
manufacturing processes, to ensure the quality of their products, and assess
their marketing potential.
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e Internet : The use of Data Mining is envisaged in many concrete applica-
tions at different stages of the Internet relationship and in particular:

o Optimize the Internet relationship, by making it personalized, even
adaptive.

o Identify market segments and the attributes of value-added prospects.

o Identify the key attributes of Internet customers for each product.

o Select promotion strategies best suited to a consumer segment.

o Improve targeting of Internet consumers, and those likely to be inter-
ested in new products.

o Test and identify the marketing actions that have the most impact.
o Identify the best online prospects for a service.
o Reduce costs and improve the quality of contacts with consumers.

o Maximize the impact of online advertising. Etc.

1.6 Evaluation measures

Evaluation measures are numerous, and most of them are based on recall and
accuracy between 0 and 1. To evaluate the performance of our algorithm, we first
need to calculate the Confusion Matrix for each class that provides four essential
pieces of information:

The Confusion Matrix: For each test, four essential pieces of information are
generated.

True positive (VP): the number of instances assigned to a category properly
(instances assigned to their true categories). The number of suspicious gestures
and finds it by our system as suspicious.

False positive (FP): the number of instances assigned to a category incorrectly
(instances assigned to wrong categories). The number of non-suspicious gestures
and finds it by our system as suspect.

False Negative (FIN): the number of inappropriately unassigned instances (that
should have been assigned to a category but were not). The number of suspicious
gestures and finds it by our system as not suspicious.

True Negative (VIN): the number of instances not inappropriately assigned
to a category (that have not been assigned to a category, and have not been as-
signed to a category). The number of non-suspicious gestures and finding it by
our system as non-suspicious.
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Confusion Matrix Actual Value
{as confirmed by experiment)
Positive Negative
Predicted Value | Positive TP FP
{as confirmed by
our system) Negative  |FN IN

Table 1.1: Confusion Matrix

Recall (R): Recall (called sensitive in psychology) measures the ability of our
system to detect well-classified instances. As shown in the equation ([1.6.1)).

TP

= 1.6.1
R TP+ FN (16.1)

Precision (P): Precision is a measure of the ability of an algorithm to return
only well-ranked instances. As shown in the equation (2).(1.6.2)).

TP

P=_——— 1.6.2
TP+ FP (162)

Accuracy: It enables the accuracy of each algorithm to be calculated. It repre-
sents the percentage of instances correctly classified.

accuracy = TP+ TN 100 (1.6.3)
Y"TP+TN+FN+FP >

ErrorRate: The ErrorRate represents the percentage of instances incorrectly
classified by the algorithm. It is the opposite of the Accuracy.

FN+ FP
E te = 1 1.6.4
rror Rate TPLTN L FN L FP 00 (1.6.4)

Entropy(E): Entropy allows us to measure the loss of information from our system
during its treatment. The result of this measurement is directly related to the
accuracy of our system.

E = —P(log(p)) (1.6.5)

F-measure (F): As shown in the equation 6 the f-measure allows to calculate
the quality of classification of an algorithm from the recall and the precision.

2RP

F =
R+P

(1.6.6)

1.7 Distance measures

Cosine similarity measures: The Cosine Similarity (or cosine measure) allows
calculating the similarity between two n-dimensional vectors by determining the
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cosine of the angle between them. Let two vectors A and B, the angle cos#@ is
obtained by the scalar product and the norm of the vectors :

A-B
[Al- 1B
Euclidean Distance: This is a special case of Minkowski distances that examines
the square root of the difference between the square of two pairs of objects.

cosf =

n

d=\|> (v —y:)?
i=1
Manhattan distance: This distance is also known as the City block. It is the
distance between two points X and Y and is defined as follows:

d(z;y) = o — yil
=1

Chebyshev Distance: Chebyshev Distance or Tchebychev distance, also called
infinie distance is the distance between two points given by the maximum difference
between their coordinates on a dimension.

d(A; B) = max (|A; — Bi|)

1€[0,n]
1.8 Big Data

1.8.1 Data Evolution

From the advent of computing to the ubiquity of today’s web in everyday life,
data has been produced in ever-increasing amounts. (Texts, logs, photos, sounds,
videos) of all kinds daily by individuals, businesses, and now also connected ob-
jects [112].

Many studies predict exponential growth in data by 2020 and beyond. However,
they all agree that the size of the digital universe will double at least every two
years, a 50-fold increase between 2010 and 2020. Human and machine-generated
data is experiencing a rate growth 10 times greater than that of traditional pro-
fessional data, while only the data captured has a growth rate of around 50x [63].
Now, the term Big Data refers to this explosion of data.

Annual Size of the Global Datasphere 175 ZB

Figure 1.2: Annual evolution of Universal Data [149] [150]
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1.8.2 Big Data definitions

There are several definitions of big data (BD) from different perspectives. For
example,

according to [I16] Big Data is a term used to describe large data at high speed
and /or large variety, it requires new technologies and techniques to capture, store
and analyze it; it is also used to improve decision-making, provide information
and insight, and support and optimize processes.

According to [I132] Big Data is a term where the volume of data, the speed of
processing, or the representation of the data determine the ability to perform ef-
fective analysis using traditional approaches, Big Data requires significant scaling
(more nodes) for efficient processing.

On the other hand, [I81] defines big data as a term describing the storage and
analysis of large and/or complex data sets using a series of techniques, including
NoSQL, MapReduce, and Machine Learning.

In short, the term Big Data is a very large set of data, so classic tools (relational or
analytical data management engines) or data processing tools (data extraction and
transformation) cannot process. This amount of data in the shortest possible time.

The era of Big Data is in effect today because the world is going through a digital
and information revolution. Big data researchers, however, remain puzzled as to
how to effectively use all of this data. They seek to find a balance between the two
equations for the analysis of Big Data; the first equation, if the volume of data
increases, then the machine learning algorithms give very precise results, while the
second equation, it is hoped that these algorithms will be able to give the results
within acceptable time frames. Perhaps because of this inherent conflict, many
experts in the field considered that Big Data not only presents one of the greatest
challenges, but also one of the most exciting opportunities over the past decade.
[58].

1.8.3 Historique

e From 1940 to 1970: (hOctets) the use of Statistics in data analysis: a ques-
tion is associated with an experimentally refutable hypothesis, a planned
experiment with n < 30 individuals observed on p < 10 variables, a linear
model assumed to be true given rising to a test, a decision, a response.

e During the 1970s : (kBytes) The first computer tools become widespread,
data analysis explores, supposedly without a model, larger data. [114]

e During the 1980s : (Mbytes) In Artificial Intelligence, expert systems expire,
supplanted by machine learning from neural networks. Statistics deals with
non-parametric or functional models.
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e During the 1990s : (Gbytes) First paradigm shift. Data is no longer planned,
it is previously acquired and based in warehouses for the usual purposes of
the business. Decision support enhances them. The mining software brings
together in a single environment data management tools, exploratory tech-
niques, and statistical modeling). It is the advent of quantitative marketing
and customer relationship management. [1T4]

e During the 2000s : (TOctets) Second paradigm shift. The number p of vari-
ables is exploding (in the order of 104 to 106), especially with biotechnolo-
gies. The objective of forecasting quality takes precedence over the reality
of the model which has become a "black box". Faced with the scourge of
dimension, Machine Learning and Statistics unite in Statistical Learning :
selecting models by balancing bias vs. Variance ; jointly minimize approxi-
mation errors (bias) and estimation error (variance).

e During the 2010s : (POctets) Third paradigm shift. In industrial applica-
tions, e-commerce, geolocation ... it is the number n of individuals that
explodes, the databases are overflowing, are structured in clouds (cloud),
the means of calculations are grouped ( cluster), but the raw power is no
longer enough for the greed of the algorithms. A third error term should
be taken into account : that of optimization, induced by the limitation of
the calculation time or that of the volume/data flow considered. The deci-
sion becomes adaptive or sequential [114]. Big Data came as a solution to
database overflows.

1.8.4 Sources of Big Data

The data collected, stored, and processed in Big Data can come from different
domains and create by several heterogeneous data sources, which generates a mass
of data of different types structured and unstructured [86]. Data is everywhere
in PDF, doc, email, or post in a social network. This data can be captured
and analyzed to better understand people. Here are some different types of data
produced in different sectors [115]

e Sensor data : GPS data, Radiofrequency, smart meters, medical devices,
telephone call logs, etc.

e Web data : The operation of servers, applications, and networks can capture
all kinds of data such as text, images, videos, and anything that may appear
on web pages.

e Commercial data : When the cashier swipes the barcode of a purchased
product, all data associated with the product is generated. It is enough to
think of all the products acquired by all the people, to imagine the volume
of data created.

e Financial data : Many financial systems are automated ; they are operated
based on predefined rules which automate the processes.
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e Input data : This is any data that a human being can enter into a computer,
such as name, age, salary, surveys, and so on. This data can be analyzed to
understand customer behavior.

e (Click Flow Data : Data is generated every time a link is clicked on a website.
This data can be analyzed to determine customer behavior and purchasing
patterns.

o Game related data : Each movement made in a game can be recorded. This
can be useful in understanding user behavior.

e Satellite imagery : Include weather data or satellite surveillance imagery
data captured by government departments. A typical example of these sys-
tems is Google Earth.

e Scientific data : This includes seismic imagery, atmospheric data, astro-
nomical data, environment, genomics, subatomic physics, and high-energy
physics.

e Photographs and video : Relates to security, surveillance, and traffic video.

e Corporate Texts and Internal Mail : Includes all text contained in docu-
ments, journals, reports, minutes, balance sheets, survey results, polls, and
letters. Business information makes up a large percentage of textual data in
the world today.

e Social media data : This data is generate from social media platforms such
as YouTube, Facebook, Twitter, Linked In, and Flickr.

e Mobile data : This includes data such as text messages and location infor-
mation.

o Website Content : This is from any site offering unstructured content, such
as YouTube, Flickr, or Instagram [86] [59].

Note at the end of this section that there is another category of data qualified
as semi-structured which falls between the two categories structured and unstruc-
tured. Semi-structured data does not necessarily conform to a predefined fixed
structure but can be self-descriptive and defined by simple mark/value pairs.

1.8.5 The context of big data: Volume or Tech-
nology

We sometimes talk about big data, but we also speak of concept, phenomenon,
or even big data discipline. This term refers to the automated processing of large
amounts of data to extract information. For this, new transfer, storage and anal-
ysis procedures are used. The term "Big data" has also become synonymous with
"data analysis". Big data therefore corresponds not only to considerable mass of
data, but also to the technologies, processes and to techniques implemented to
manage data on a large scale in order to extract knowledge [55], [I18].
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We can speak of "Big Data" when:

The volumes to be treated reach sizes "larger" than the current problems : bytes
(10'° bytes), exabytes (10'® bytes) and zetta-bytes (10*! bytes)

Existing tools cannot deal with the problem : relational DBMS, search engines
[7.

So it becomes necessary to use new procedures and means to facilitate the man-
agement of these data and we chose the "BIG DATA"

1.8.6 Data Structure

There are several types of data in Big Data:

Structured data

Data that adheres to a predefined data model and is therefore easy to analyze,
access, and capture like relational databases and spreadsheets. For this reason,
structured data provides inherent advantages when processing large volumes of
information

Semi-Structured data

They are mainly characterized by the fact that they have a non-uniform and
implicit structure, which can evolve rapidly like electronic messaging, XML (eX-
tensible Markup Language). These data are express in formats such as XML and
JSON (JavaScript Object Notation), which allow the representation of information
in a hierarchical form (i.e. a tree structure) using tags or symbols as separating
elements. [151]

Unstructured data

Any data whose shape or structure is unknown is classify as unstructured data
such as data from social networks, videos, and images. Besides the huge size,
unstructured data poses a lot of processing challenges [34].

1.8.7 Big Data Characteristics

Since the advent of the Internet to this day, we have seen explosive growth in
the volume, speed, and variety of data created daily. This data comes from many
sources including mobile devices, sensors, personal records, the Internet of Things,
government databases, software logs, public social media profiles, business data
sets, etc.

In 2001, Gartner offered a three-dimensional view (volume, variety, and veloc-
ity) of the challenges and opportunities associated with data growth [35]. In 2012,
Gartner updated this report as follows: Big data is high volume, high speed,
and/or a wide variety of information resources that require new forms of process-
ing to improve decision-making [54].

The characteristics that define Big Data often called the three Vs: Volume, Variety,
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and Velocity, so that:
- Volume: How much data is there?
- Variety: How diverse are the different types of data?

- Velocity: How fast is new data generated?

1.8.7.1 Volume

The first thing everyone thinks about Big Data is its size [6] [193]. In the age of
the Internet, especially social networks producing streaming data whose volumes
are increasing exponentially [85] [46]. In 2000, eight hundred thousand (800,000)
petabytes of data were stored worldwide [194]. We expect this number to grow to
thirty to forty (30-40) zettabytes (Zo) by 2020. For example, on Facebook, more
than five hundred (500) terabytes (TB) of data are created each day [70]. Twitter
alone generates more than seven (7) terabytes (TB) of data every day, and some
companies generate terabytes of data every hour of every day [71].

1.8.7.2 Variety

Previously, all data needed by an organization to run its operations were structured
data generated within the organization, such as customer transaction data, etc.
Today, companies are looking to leverage much more data from a wider variety of
sources, both inside and outside the company, such as documents, contracts, and
machine data. , sensor data, social media, medical records, emails, etc. However,
the problem is that many of this data is unstructured or has a complex structure
that is difficult to represent in rows and columns in structured or semi-structured
databases [138][166].

1.8.7.3 Velocity

Just like the volume and variety of data, we collect and store, velocity refers to the
speed at which data generated and the time required to process it. Alternatively,
in another way, it refers to the increasing speed of data generation, processing,
and use of that data [I41].

Often these characteristics are supplement by a fourth V, veracity: How accurate
is the data?

1.8.7.4 Veracity

Refers to the fact that the data must be credible, accurate, complete, and fit
for the task. Since big data comes from various sources beyond the control of
organizations such as social media. Veracity has become a real problem. False
messages or spam are very common, they make trust a major challenge [33] [194].
We can extend this model to the Big Data dimensions over ten Vs: volume, variety,
velocity, veracity, value, variability, validity, volatility, viability, and viscosity [100].

1.8.7.5 Value

Is a major factor that all organizations should consider when implementing big
data, because the other characteristics of big data don’t make sense if you don’t
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derive business value from that data So, we can say that value helps companies
better understand their customers [35] [101].

1.8.7.6 Variability

Variability in the Big Data context refers to different things. One is the number
of inconsistencies in the data. Is the data consistent in terms of availability or
reporting interval? Does it accurately represent the reported event? [102] Data
should be detect by anomalies and outliers detection methods to allow meaningful
analysis. Therefore, proper treatment of the variability property increases the
utility of Big Data systems [141].

1.8.7.7 Validity

The term refers to the validation of data. That is, check whether the data used
is correct and accurate for the intended use so that this data is therefore use to
assess the performance of the forecast [60]. Correct input data followed by proper
data processing should yield accurate results. With Big Data, you need to be
more vigilant about validity.

1.8.7.8 Volatility

Volatility is the nature of sudden, unstable changes, changed inadvertently or
anonymously. The volatility of big data refers to the validity period of data and
its retention [140].

1.8.7.9 Viability

Viability means that big data has to be active for a very long time. It must
be able to grow, evolve and produce more data when needed. We can identify
the characteristics and factors most likely to predict outcomes so that the most
important point for companies is to generate additive value [100].

1.8.7.10 Viscosity

Viscosity refers to the stability and resistance of the large data stream. Big Data
offers a limited perspective by telling certain storytelling. Viscosity measures the
resistance to flow in the volume of data. This resistance can come from different
data sources, frictions resulting from integration rates and processing required to
transform data into information. Technologies for dealing with viscosity include
event handling.

1.8.8 Big Data Management

Big Data Management is a new discipline in which data management techniques,
tools, and platforms, including storage, pre-processing, processing, and security,
can be applied. [192]

The role of data management is to ensure a high level of data quality and help
companies cope with the growing amount of data.
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1.8.8.1 Data Storage Phase

Storing data in petabytes in a distributed way uses Cloud services, storage consists
of three main operations (Clustering, Replication, indexing).

1.8.8.2 Data pre-processing

Before big data analysis, we need to check the quality of the data and repair the
data during processing by applying the following steps (data cleaning, transfor-
mation, integration, transmission, reduction, and discretization).

1.8.8.3 Data processing

It is the ability to process a large volume of data regardless of the type of structure
and location of such data, this processing can be classification or prediction.

1.8.8.4 Security

To secure a large volume of data, several security algorithms have appeared for
confidentiality, integrity, availability.

—_— —
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Figure 1.3: Big Data Management [31]

1.8.9 Big Data Architecture

The architecture of a Big Data system consists of the following layers:[168]:

« Hardware layer (Infrastructure Layer): perhaps VMware virtual servers,
or blade servers ;

» Storage layer: data will be stored either in a NoSQL database or directly
in the distributed file system or Data warehouse;

o« Management and processing layer: his layer contains data processing
and analysis tools such as MapReduce or Pig;

e Visualization layer: for visualization of the treatment result.

1.8.10 Related Technologies

In order to better understand big data, this section will present several fundamen-
tal technologies closely related to big data, including cloud computing, IoT, and
the Hadoop ecosystem.
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1.8.10.1 Cloud Computing

One of the important factors in the emergence of Big Data is cloud computing
which has greatly facilitated access to infrastructure. Based on adjustable re-
sources, by identified duration and at a more suitable cost, cloud computing has
opened many doors to innovative projects by considerably lowering the cost of the
entry ticket to these solutions [112].

1.8.10.2 Internet Of Thing

The IoT is closely linked to the notion of big data, the objects of which generate
a large quantity and a variety of data in real-time, known as big data [145]. So,
each needs the other to make it useful. There is no IoT without big data, and big
data reaches the highest position when used for IoT.

1.8.10.3 Hadoop

Hadoop is an open-source framework providing tools to operate a cluster in order to
store and manipulate large volumes of data quickly and optimally, and to harness
the computing power of the machines present in this cluster. Hadoop is managed
by the Apache Foundation and is licensed under the Apache License 2.0. [95]

1.8.10.4 Nosql

The absence of an obvious relation or possible classification is an important point
that announces the difficulty of resorting to well-defined structures such as those
of relational databases. This is why the NoSQL category is created, it designates
all the data that can be queried thanks to the queries or structured data, and
those that are not structured. According to this definition, NoSQL databases
differ from SQL databases in that there is no predefined static schema (relational)
structuring the data; the qualification of semi-structured which can be perceived
as a lack can thus be perceived as a richer or less much flexible functionality [34].

1.8.10.5 MapReduce

MapReduce is a distributed programming model (called a framework) widely used
in NoSQL systems and on very large volumes of data. It was invented by "Google"
and revealed to the public through the publication MapReduce: 'Simplified Data
Processing on Large Clusters’ (2004), to respond to its problem of web index-
ing (billions of pages). The Framework allows processing to be distributed over
clusters (clusters) of servers. It is thus faulted tolerant and automates the paral-
lelization of calculations on several machines, the scheduling of program execution,
load balancing, and the management of communications between the machines in
the cluster. [30]

1.8.11 Big Data challenges and issues

The growth of data produced by businesses, individuals, smartphones, or social
networks poses a huge challenge in terms of acquisition, storage, and processing.
This voluminous mass of information is sometimes difficult to manage and process,
so it becomes necessary to use new technologies such as Cloud Computing and
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NoSQL databases.
We list below the different challenges facing Big Data technology:

Reduction of redundancy and data compression: Data compression after
minimizing redundancies, which will reduce the cost without negatively im-
pacting the data value.

Data life cycle management: In order to avoid system saturation, it is best
to delete unnecessary data and keep only what is important.

Analytical mechanism: process massive heterogeneous data in a limited time.

Data privacy and security: since Big Data encompasses large amounts of
data, it is very difficult for companies to enforce and ensure the security of
this data, so they will need the help of professionals in the field which also
presents a potential security risk.

Energy management: control and optimize energy consumption, as the latter
continues to improve in storage systems.

Scalability: Big data analysis system must support current and future data
sets. Algorithms must be able to handle ever-expanding data sets. [35]

1.8.12 Big Data Applications

Big Data’s fields of application are vast; any industry that generates and processes
a large volume of data can be a big data target. These can include web server
logs, Internet click stream data, and social media content, text from email, phone
call logs, and IoT data.

Organizations from different fields are investing in big data applications to ex-
amine large data sets to discover all market trends, customer preferences, and
other useful business information. Among these areas, we find:

The commercial sector: Big Data is processed to extract value-offering op-
portunities for innovation and competitiveness. This value is achieved by
improving decision-making processes, by precisely studying customer satis-
faction and product performance, or by personalizing products and services
more than ever [I13]. The commercial sector is also entrenched in the In-
ternet through e-commerce and online sales sites such as eBay and Amazon
which must handle millions of transactions and track user clicks to offer them
the best products.

Web behavior: Web giants such as social networks face an enormous amount
of data that they must store, organize and transfer. This data can also be
used for analysis to gather user preferences and trends.

The healthcare sector: By mapping healthcare data to geographic datasets,
it is possible to predict a disease that may escalate in specific areas. Based
on forecasts, it is easier to develop diagnostic strategies and plan the storage
of sera and vaccines.
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e Media and Entertainment: Big Data provides actionable information points
on millions of viewers. Today’s publishing environments are tailoring ads
and content to appeal to consumers.

e The government sector: since the government acts in all areas, it, therefore,
plays an important role in the innovation of big data applications in all areas.
Among the main government areas are:

o Cybersecurity and intelligence

()

Crime prediction and prevention

@)

Weather forecast

@)

Tax compliance

o

Traffic optimization

Scientific research

1.9 Internet of Things
1.9.1 Ubiquitous computing

O

Ubiquitous computing (or ubicomp) is described as pervasive computing. Often
it is referred to as a new era of computing and is expected to revolutionize the
way we live. Ubiquitous computing is the method of enhancing computer use
by making many computers available throughout the physical environment, but
become less visible to the user. Ubiquitous computing is the core of the Internet of
Things, which means incorporating computing and connectivity in all the things
around us.

1.9.2 Machine-to-Machine (M2M)

Machine to Machine (M2M) designates the set of Solutions and Technologies al-
lowing tools, machines, automatons, systems, to communicate between them au-
tomatically. This expression used more in the professional field and in particular,
that of telecommunications generally refers to the interaction of objects between
them using technology. M2M communication offers various ubiquitous services
and is one of the main enablers of the vision inspired by the Internet of Things
(IoT).

1.9.3 Definitions of Internet of Things

There is not yet a standard unified and shared definition of the Internet of Things
because the sector is still emerging. We have chosen a few definitions:

"The Internet of Things is a network of networks that enables, through standard-
ized and unified electronic identification systems, and wireless mobile devices, to
directly and unambiguously identify digital entities and physical objects and thus
power recover, store, transfer, and process, without discontinuity between the
physical and virtual worlds, the related data." [19]
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The CERP-IoT "Cluster of European Research Projects on the Internet of Things'
defines the Internet of Things as:

"A dynamic infrastructure of a global network. This global network has auto-
configuration capabilities based on interoperable communication standards and
protocols. In this network, physical and virtual objects have identities, physical
attributes, virtual personalities, and intelligent interfaces, and they are integrated
into the network transparently "[169].

"The Internet of Things is an extension of the current Internet to all objects that
can communicate, directly or indirectly, with electronic equipment that is itself
connected to the Internet'. [I82]

With the advent of the Internet of Things, a new dimension has been added to the
Internet connection; as shown in Figure [I.4] in addition to the ability to connect
anytime and anywhere as it already was; it is now possible to be connected with
any object.
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Figure 1.4: The new dimension introduced by IoT [120]

1.9.4 History of The Internet Of Things of Things

The Internet of Things (IoT) was born in 1999 as a result of the convergence
of multiple technologies, namely the Internet, wireless communication, embedded
systems, microelectronic systems, and nanotechnology.

In this section, we list the most important events on the way to make IoT a
reality

o In 1989, Tim Berners-Lee laid the foundations for the World-Wide-Web, the
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universal Internet that we know today.
In 1991, Tim Berners-Lee created The First Web Page

In 1991, Mark Weiser envisioned the 21st-century computer and introduced
ubiquitous computing through his paper titled: The Computer for the 21st
Century and advanced the contemporary vision of the Internet of Things.

In 1994, Steve Mann created WearCam.

In 1995, the concept of the Internet of Things first appeared in the book by
Microsoft founder Bill Gates, The Road Ahead

In 1998, the creation of Google on September 4

In 1999, Kevin Ashton (MIT Auto-ID Center Co-Founder and CEO) used
the designation Internet of Things for the first time in a presentation at
Proctor and Gamble.

In 2000, the Korean manufacturer LG was the first manufacturer to talk
seriously about a household appliance connected to the Internet.

In 2003, the expression "Internet of Things" appeared at MIT, as part of the
work of the Auto-ID lab.

In 2005, the first report of the world of telecommunications by the ITU,
concerning the Internet of Things.

Since 2011, IPV6 has offered new possibilities for connected objects that
have new ranges of available and assignable IP addresses.

At the end of 2012, there were approximately 8.7 billion connected objects
in the world.

Cisco estimates that this number will easily reach 50 billion connected objects in

2020
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Figure 1.5: Number of connected devices in 2020

1.9.5 Things in The IoT

An object is, above all, a physical entity. In the concept of the Internet of Things,
an object refers to any object that can be connected. An object from the physical
world (physical object) or from the information world (virtual object), which can
be identified and integrated into communication networks.

e Physical objects: exist in the physical world and are capable of being
detected, actuated and connected. (Examples: industrial robots, goods and
electrical equipment, etc.)

e Virtual objects: exist in the world of information and can be stored,
processed and consulted. (Examples: multimedia content and application
software.)

1.9.6 Lifecycle of connected object in the IoT:

In the IoT, smart objects go through three stages: the preparatory phase, the
operational phase and the maintenance phase [164]

i Preparatory phase }

L J

i Operational phase 1

L J

| Maintenance phase

Figure 1.6: Object life cycle. [164]
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The preparatory phase:

deployment of objects (sensors, tags), their configuration with the necessary in-
formation, for example identifiers, security keys, etc. [164]

The operational phase:

in the operational phase, the connected object begins to carry out its mission,
which differs from one application to another. [164] The maintenance phase: per-
form updates, solve problems by making possible repairs to objects in the event
of failures, for example. It is even possible to outright replace objects and restart
again from the preparatory phase. [164]

The maintenance phase:

perform updates, solve problems by making possible repairs to objects in the event
of failures, for example. It is even possible to outright replace objects and restart
again from the preparatory phase. [164]

1.9.7 Visions of internet of things:
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Figure 1.7: Internet of Things" paradigm as a result of the convergence of different
visions. [§]

As shown in Figure the Internet of Objects emerges from the convergence
of three major visions an object-oriented vision, an Internet-oriented vision and
a semantic-oriented vision [8] and each of these visions has its key concepts and
technologies.
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Object-oriented vision

Focuses on physical objects and the systems on board them, with the identification
of objects in a unique way and it allows objects to obtain information about their
environment by using sensors, for tracking change and process this information.
This vision stems mainly from work on networks of objects identified by radio fre-
quency (RFID), near field communication (NFC) and networks of wireless sensors
and actuators.

Internet-oriented vision

Suggests that this interconnection should be done specifically through the Internet
network, considering that this is already a "network of networks'. This vision
therefore focuses on studying how the Internet Protocol (IP) can be adapted for
embedded systems characterized by low material resources, in particular through
new standards.

The semantic-oriented vision :

Breaks away from technical issues specific to physical objects and networks allow-
ing them to communicate, to focus on the representation, organization and storage
of data relating to the Internet of Things.

1.9.8 IoT elements:

There are three components of the IoT [72]:

o« Hardware: composed of sensors, actuators and integrated communication
hardware. [72]

« Middleware: IT tools for data analysis. [72]

o Presentation: understand the visualization and interpretation tools avail-
able on different platforms. [72]

In this section, we discuss a few enabling technologies in the previous three com-
ponents:

o Radio frequency identification (RFID): designating technologies that
use radio waves to uniquely recognize or identify each object at a greater or
lesser distance and collect the data stored at the object level.

o Wireless Sensor Networks (WSN): is a sensor network that consists
of a large number of intelligent sensors, enabling the collection, processing
and analysis of valuable information, gathered in a variety of environments.
Sensor data is shared between sensor nodes and sent to a distributed or
centralized system for analysis.

o Addressing schemes: The ability to uniquely identify "Objects" is critical
to the success of IoT. Each element already connected and those which will
be connected, must be identified by their identification, location and unique
functionalities
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o Data Storage and Analytics: One of the most important results in this
field is the creation of a huge amount of data. Data storage, ownership
and expiration become critical issues. It is important to develop artificial
intelligence algorithms that could be centralized or distributed as needed

o Visualization: It is essential for an IoT application because it allows
user interaction with the environment. With recent advancements in touch
screen technologies, the use of tablets and smartphones has become very
intuitive. So that people can enjoy the IoT revolution, Attractive and easy
to understand. The visualization should be created.

1.9.9 Enabling technologies

The Internet of Things (IoT) enables the interconnection of different smart objects
via the Internet. Thus, for its operation, several technological systems are nec-
essary. Let us cite a few examples of these technologies. The Internet of Things
(IoT) enables the interconnection of different smart objects via the Internet. Thus,
for its operation, several technological systems are necessary. Let us cite a few
examples of these technologies.

The IoT refers to various technical solutions (RFID, TCP / IP, mobile technolo-
gies, etc.) that allow objects to be identified, captured, stored, processed, and
transferred in physical environments, but also between physical contexts and vir-
tual universes. [19] Indeed, although there are several technologies used in the
operation of the IoT, we focus only on a few that are, according to Han and
Zhanghang [89], the key technologies of the IoT. These technologies are: RFID
and WSN and are defined below.

Radio Frequency Identification (RFID):

Uses radiofrequency radiation to identify objects and people. RFID technology
plays an important role in IoT in solving identification problems. The RFID
system is made up of one or more readers and multiple RFID tags that use ra-
diofrequency electromagnetic fields to transfer data attached to an object. Labels
contain information stored electronically. Passive tags collect energy from radio
waves from a nearby RFID reader. The RFID device serves the same purpose as a
bar code or magnetic stripe on the back of a credit card or ATM card; it provides
a unique identifier for that object. And, just as a barcode or a magnetic stripe
must be scanned to obtain the information, the RFID device must be scanned to
retrieve the identifying information. [39)

Sensors

Sensors allow us to learn more about the environment around us. They are impor-
tant for the Internet of Things because they provide essential information. Sensors
are present everywhere around us: in cell phones, in GPS, on traffic lights to make
traffic more fluid, etc.
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SensorsM2M (Machine to Machine)

Refers to communications between computers, integrated processors, smart sen-
sors, actuators, and mobile devices. The use of M2M communication is increasing
rapidly in the scenario M2M has multiple applications in various fields such as
healthcare, intelligent robots, cyber transport systems (CTS), manufacturing sys-
tems, smart home technologies, and smart grids. Example area network M2M
typically includes personal area network technologies, such as ultra-wideband and
Bluetooth or local area networks [39].

1.9.10 IoT lifecycle

Connected objects are multiplying and diversifying both on the consumer and
professional market. This has generated a new need: that of creating interactions
between these objects, beyond their manufacturers or sectors of activity, in order
to provide new services and thus break down silos. Automating certain tasks of
daily life (e.g, in-home automation) or professional (e.g, in industry, transport,
health) will thus become possibly. The IoT platforms are intended to connect
these heterogeneous objects and make them communicate with each other.

The ToT ecosystem is quite complex, as it integrates several technologies and
areas of expertise. An IoT system generally encompasses both hardware commu-
nication protocols, software, cloud, and mobile. Thus, an IoT project requires
having a multidisciplinary team.

We can break down an [oT system into 4 distinct functionalities :

1. Collect / Activate: At this stage, we are at the level of the connected object.
We are talking about sensors that make it possible to take measurements of
the physical environment (e.g. temperature, humidity, noise) and actuators
that can act on the environment (e.g. motors to close or open a door). Some
objects may have electronic, computer, and network capabilities that allow
them to connect directly to the Internet. But generally, having hardware
and software constraints (limited autonomy, limited processing capacity, no
network stack, etc.), the objects implement low energy / low-speed commu-
nication protocols and communicate with the Internet network through a
gateway "Gateway".

2. Communicate: This is the step that sends data from the local network to the
cloud. We are essentially talking about protocols for transporting data, and
we can distinguish two models: The Publish / Subscribe model with MQTT
type protocols and the REST model with protocols such as HTTP or CoAP.

3. Execute: This is the data storage and processing stage. At this stage, we
often speak of "[oT Platform"', which is often a cloud solution capable of
connecting several connected objects, storing their data, processing them,
analyzing them, and exposing them through various applications. IoT plat-
forms also allow heterogeneous objects to communicate. These platforms are
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multiplying nowadays (Amazon, Google, Microsoft, etc.) and there is even
talked of "war of [oT platforms".

4. Visualize: This is the step that allows you to expose the services of connected
objects through various dedicated applications. A user, through a mobile
application, can for example communicate with his objects by consulting
their data or by sending actions to his objects.

1.9.11 Protocols in IoT

There are many IoT standards available to make it easier and simpler for ap-
plication programmers and service providers to work. Various groups have been
established to provide protocols, including efforts by the W3C, IETF, EPCglobal,
IEEE, and ETST [10].

The IoT aims to make each system communicate with all the others using common
protocols. The large-scale implementation of the IoT concept appears to depend
largely on the standardization of communication between objects known as M2M
[61].

e At the link-layer level, the IEEE 802.15.4 standard is more suitable than
Ethernet for difficult industrial environments.

e At the network level, the 6loWPan standard has succeeded in adapting the
Ipv6 protocol to wireless communications between nodes at very low con-
sumption.

e At the routing level, in 2011, the IETF published the RPL standard.

e At the level of the application layer, the CoAP protocol attempts to adapt
HTTP, which is much too greedy to the constraints of low-power communi-
cation between nodes.

e Constrained Application Protocol: Constrained Application Protocol
(CoAP) is an application layer protocol for IoT applications, It defines a
web transfer protocol based on the HT'TP functionality is bound to UDP
(not TCP) by default, which makes it more suitable for IoT applications.
In addition, CoAP is modifying some HT'TP functionality to meet IoT re-
quirements such as low power consumption and operation in the presence
of loss and noisy links. CoAP was designed based on REST, which repre-
sents an easier way to exchange data between clients and servers over HT'TP
[10]. REST can be thought of as a cache able connection protocol that is
based on the stateless server less architecture. It is used in social and mo-
bile networking applications and eliminates ambiguity using the HT'TP get,
post, put, and delete methods. It allows clients and servers to expose and
consume web services like Simple Object Access Protocol (SOAP) but more
simply using Uniform Resource Identifiers (URIs). CoAP aims to enable
tiny devices with low power, computing, and communication capabilities to
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use RESTful interactions. With CoAP, the interactions between web ser-
vices of the Internet of PCs and the Internet of Things become much easier
to achieve, a fairly light application gateway (correspondence between the
REST and CoAP commands) takes care of the adaptation of one world to
another [10] [61].

e Message Queue Telemetry Transport: Message Queue Telemetry Trans-
port (MQTT)represents an ideal messaging protocol for IoT and M2M com-
munications. It aims to connect devices and integrated networks to applica-
tions and middle ware. MQTT uses to publish/subscribe model to provide
transition flexibility and ease of implementation. It is suitable for devices
with limited resources that use weak links or low bandwidth. MQTT is built
on top of the TCP protocol. It consists of three components; subscribers,
publishers, and brokers. Many applications use MQTT such as healthcare,
monitoring, energy meter, and Facebook notification. Therefore, the MQTT
protocol allows small, low power, low memory devices to be routed in vul-
nerable areas and low bandwidth networks [10].

¢ Extensible messaging and presence protocol: Extensible messaging
and presence protocol (XMPP)is an IETF instant messaging (IM) standard
that is used for multiparty conversations, voice and video calls, and telep-
resence. It allows users to communicate with each other by sending instant
messages over the Internet regardless of the operating system they are us-
ing. XMPP allows instant messaging applications to access authentication,
access control, privacy metering, hop-by-hop encryption, and compatibility
with other protocols. XMPP’s many features make it one of the preferred
protocols for most instant messaging applications and relevant to the IoT. It
operates on a variety of internet-based platforms in a decentralized fashion.
XMPP is secure and allows new applications to be added on top of basic
protocols [10].

e Advanced message Queue protocol: Advanced message Queue protocol

(AMQP)is an open standard application layer protocol for IoT focusing on
message-driven environments. It requires a secure transport protocol. Like
TCP to exchange messages. It supports reliable communication via mes-
sage delivery guarantee primitives, by defining a protocol at the wire level,
AMQP implementations can interoperate with each other. Communications
are handled by two main components: Message exchanges and queues. Ex-
changes are used to route messages to the appropriate queues.
Routing between exchanges and message queues is based on certain pre-
defined rules and conditions. Messages can be stored in the queues and
then sent to the receiver later. AMQP also supports the publish/subscribe
communication model [10].

1.9.12 Communication Paradigms For IoT

With the advent of the Internet of Things, new paradigms of communication are
emerging, such as human-human, human-thing, and thing-thing (also known as
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machine-to-machine (M2M)) [174]

Human-to-Things: Human-to-Things (H2T) communications are very com-

mon in some Internet of Things applications. The user can query objects
connected to the Internet at any time via their smartphone (or other con-
nected devices). This type of interaction is characterized by a strong ma-
terial and technological heterogeneity because on the user side we generally
use equipment much more powerful than the sensors constrained on the side
of the object requested in the IoT. However, heterogeneity in all its forms
must be addressed effectively.

Human-to-Human: Human-to-Human (H2H) Communication: humans com-

municate with each other using attached devices.

Things-to-Things: Things to Things communications (T2T) or Object-to-

Object are also called machine-to-machine or M2M (Machine-to-Machine).
It means automatic and autonomous inter-machine communications with-
out human intervention. Recall that M2M communications form the basis
of pervasive computing which is part of the set of principles and concepts of
the Internet of the future. In fact, the intelligent inter-object interactions in
the IoT are often homogeneous, at least in terms of the constraints where
we find sensors that can use different transmission technologies but which
observe the same limitations in terms of resources and which have the same
vulnerabilities.

1.9.13 Architecture of The Internet of Things

Internet of things could define as the interconnection between heterogeneous and
ubiquitous objects through the Internet, the network characteristics on the In-
ternet of Things (large-scale networks, more dynamic and more heterogeneous)
increase the complexity in the design and provision of advanced services, making
the traditional approaches inefficient or even inappropriate, so there is a critical
need for a flexible layered architecture. There is no single consensus on architec-
ture for IoT, which is agreed upon universally [135]

application laver IoT application

Application support

Transmission layer Local and wide area network.

core network

access network

perception layer network of perception

nodes of perception

Figure 1.8: ToT Architecture [135]
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The perception layer: The perception layer (also called the ’device layer’,
'sensory layer’, recognition layer’) which is the lowest layer of the IoT ar-
chitecture is responsible for capturing real-world information and represent-
ing it in a digital format. It includes the technologies used for detection
(collection of environmental data), identification (identification of objects),
activation (realization of detected data), and communication (establishment
of connectivity between heterogeneous smart devices) with minimal human
interaction. Depending on the functionalities it provides, this layer can be
divided into two sub-layers: the nodes of perception (or sensory nodes) and
the network of perception (as a network of sensors).

Transmission layer: The transmission layer (also called the "transport layer"
or "network layer") is responsible for transmitting the data collected by the
perception nodes to the information processing unit (or high-level decision-
making units) through a network or an interconnection of networks. This
layer then allows the integration of a variety of heterogeneous networks,
technologies, and protocols.

This layer can be divided into three sub-layers: access network, core network,
and local and wide area network.

The application layer: It is the highest layer of the IoT architecture visible
to the end-user. The purpose of the application layer is to manage and
deliver global applications based on the information collected by the percep-
tion layer. It provides end-users with access to personalized services over the
network, according to their needs, using various mobile devices and terminal
equipment.

This layer can be divided into two sub-layers: Application Support Layer
and [oT Applications.

The architecture can be extended to a fourth layer called the middleware
layer [74] between the application layer and the other two layers. This layer
serves as an interface between the hardware layer and the applications. It
includes quite complicated features for device management and deals with
data aggregation, analysis and filtering, and service access control. The
middleware layer also helps conceal the complexity of network operating
mechanisms and makes it easier for designers to develop applications.

1.9.14 Iot Security

The IoT is a technology characterized by high ubiquity in the physical world and
omnipresence around its users. The various potential applications of IoT, the het-
erogeneity of its enabling technologies, and its strong human and socio-economic
dimension make its security a difficult and complex subject. In addition to the
security concerns of the technologies that will constitute it, the IoT accentuates
the security concerns of the people who will use it and gives rise to new problems
related to the security of the systems under its control. Security and privacy in the
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[oT can be approached from three complementary angles that reflect its techno-
logical, human, and systemic dimensions. The protection of technology primarily
concerns the security of data, communications, and network infrastructures. This
protection is necessary to thwart classic and future attacks on the integrity, au-
thenticity, and confidentiality of data, as well as attacks on network infrastructures
and their functionalities. The protection of individuals will concern the protec-
tion of the privacy of users that requires, in addition to technological solutions,
appropriate regulation that establishes responsibilities in the event of disputes.
The protection of interconnected systems and hosting [oT objects will concern the
protection of the objects themselves delivered to these systems and the processes
they will control [3§].

1.9.15 Challenges In the IoT

Developing a successful IoT application is not yet an easy task, due to the multiple
challenges. These issues include : data security, protection of user privacy, resource
limitations, heterogeneity, virtualization, mobility, interoperability, and reliability

e Data security: Data security is a fundamental issue when talking about
the Internet in general and the Internet of Things in particular since all
these objects operate in a network so there are significant security risks,
especially about confidentiality, authenticity, and data integrity. So security
is an important point that must be addressed so that the Internet of Things
can develop Without fear of the confidentiality of personal data

e Protection of user privacy : With the development of the Internet of
Things, more and more objects of daily use will be connected. Many of
these objects have owners and users and the data detected relating to the
objects may contain confidential information concerning these objects. own-
ers and users. The IoT must ensure the protection of confidentiality during
the transmission, aggregation, storage, exploration, and processing of data.

Manufacturers of connected objects could use the data emitted by these
objects to analyze what people do with them without them being notified.
Some experts believe that personal data could be exploited by other people
or companies to understand consumer behavior without their knowledge.
This is an intrusion into people’s privacy because it reveals our habits, our
health, our geographic location, and other types of information that are
private to us. So privacy must be protected in the [oT.

e Resource management : Managing devices and tracking failures, con-
figurations, and performance of a large number of devices are some of the
[oT’s biggest challenges. Vendors must manage the errors, configuration,
performance, and security of interconnected devices.

e The heterogeneity of the Internet of Things : the devices used in
the IoT are heterogeneous since they have varied capacities and belong to
networks of different nature. They can interact with other devices or service
platforms via different networks.
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e Interoperability : This is one of the biggest challenges in the making of
the Internet of Things. Interoperability means that heterogeneous devices
and protocols must be able to interconnect with each other. This is difficult
due to the large number of different platforms used in IoT systems. It is
necessary to ensure the interoperability of heterogeneous and distributed
systems to allow the provision and use of a wide range of information and
services and the possibility of making them cooperate and interact flexibly.

e Transparency : Transparency is essential because users need to know which
entities are managing their data and how and when those entities are using
it.

e Stakeholders such that service providers should be part of this equation,

e Mobility: IoT devices must move freely and change their IP address and
networks according to their location.

e Reliability: the system should function perfectly and provide all of its
specifications correctly. In IoT applications, the system must be extremely
reliable and fast to collect data and make decisions, and subsequently, bad
decisions can lead to catastrophic scenarios.

1.9.16 Internet of Things: applications and fu-
ture

Connected objects produce large amounts of data, the storage, and processing of
which fall within the scope of what is called big data. In logistics, it can be sensors
that are used for the traceability of goods for the management of stocks and trans-
port. In the environmental field, it is a question of sensors monitoring air quality,
temperature, sound level, condition of a building, etc. In-home automation, IoT
covers all communicating household appliances, sensors (thermostat, smoke de-
tectors, presence detectors, etc.), smart meters, and security systems connected
to home automation box-type devices. The IoT phenomenon is also very visible
in the field of health and well-being with the development of connected watches,
connected bracelets, and other sensors monitoring vital constants. According to
various projections (cf. Cisco and the Gartner firm), the number of connected
objects should greatly increase over the years.

1.9.17 The advantages of the internet of things

We have cited scattered around in different parts of this chapter some advantages
of the Internet of Things. In this section, we summarize the main benefits of IoT.

e Ubiquitous access to information for a smarter world and a sophisticated
and comfortable lifestyle.

e Improvement of the quality of service and of remote monitoring in various
fields of application, namely industrial, medical, etc.
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e Improve productivity and customer experience: Connected objects send re-
ports to their manufacturers indicating customer preferences and habits,
further helping businesses to act in a proactive and responsive manner that
meets customer demand and demands.

e Saving time is another benefit of IoT. Unnecessary trips are therefore re-
placed by simply browsing the web to order products, check the condition
of connected objects and/or places.

e In some applications, the [oT even allows us to rationalize our expenses and
save money because we only consume when needed, whether for purchases
or energy consumption (necessary for lighting or air conditioning) Or other.

Ability to leverage giant Internet resources for storing and processing data streamed
from the IoT.

1.9.18 The Internet of Everything (IoE)

After Cisco Cisco2 [40], the convergence between networks of people, processes,
data, and objects, the IoT goes to the Internet of Everything (IoE), (Figure [1.9).
It is a multidimensional Internet that combines the fields of [oT and Big data

)

People : Process : Data: Objects:
Connecting Delivering the Leveragig data Physical
peoplein right into more devices and
more relevant information to useful objects
and valuable the right information connected to
way. person [(or for decizion the Internet
machine) at making. for intelligent
the right time. decision
making.

Figure 1.9: Internet of Everything

1.9.19 Marketing and research projects

Many companies find the Internet of Things market a fertile field to invest in.
Google, IBM, and Intel are the three main companies in the field. Each of them
is content to adapt quickly to the evolution of the IoT by developing innovative
solutions, based on cloud facilities, for the connectivity of objects to the Internet,
while ensuring good security at the different levels.

On the road to realizing the vision of the Internet of Things, research groups
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bringing together academic or institutional researchers have been created. This
to develop advanced products and solutions that meet the needs of the IoT as a
global project that has just become a reality, the benefits and returns of which
would be just as expected. In this context, Promising projects have been, Butler
(uBiquitous, secUre inTernet-of-things with Location and contEx-awaReness) [32]
is the first European project, its goal is the development of secure and intelligent
applications based on ubiquitous and contextual information systems.

Bulter is interested in scenarios such as smart cities, smart homes, ubiquitous
computing-assisted health applications, and smart business applications. Regard-
ing security requirements, the project aims to enable users to manage their dis-
tributed profiles, which involves control of data duplication and identities used by
distributed applications. The ultimate goal is to implement a system capable of
integrating dynamic user data (eg location, behavior) into security protocols. NI-
TRD (Networking and Information Technology Research and Development) [133]
started in 2012. This project brings together around ten federal agencies, such as
NASA (National Aeronautics and Space Administration) and DARPA (Defense
Advanced Research Projects Agency). The objective is to develop intelligent in-
frastructures for the efficient realization of the different application scenarios of
the IoT. IoT European Research Cluster (IERC) [94] represents a wide range of
research projects concerning the application of the Internet of Things with Eu-
ropean dimensions. Ensuring collaboration and communication between these
projects is an essential prerequisite for a competitive industry and a secure and
secure deployment of IoT in Europe.A promising research project called, Hydra
project [91], co-funded by the European Commission, is used to develop middle-
ware for networked embedded systems that allow developers to create ambient
intelligence (Aml) applications based on wireless devices and sensors. Through
its unique combination of service-oriented architecture (Service-Oriented Architec-
ture (SOA)). This project considers issues of distributed security and social trust.
Such middleware allows developers to incorporate physical heterogeneous devices
into their applications by providing easy to use web service interfaces to control
any type of device without worrying about the different transmission technologies
adopted in the network, such as Bluetooth, ZigBee, and Wifi. Hydra incorporates
mechanisms for device and service discovery, a semantic model-oriented architec-
ture, and even P2P (Peer to Peer) communications.

1.10 Conclusion

The Internet of Things as an evolution of the current Internet allows a dramatic
improvement in our way of life and how smart objects in our surroundings interact
with each other and with their users so that our activities, our goods, our state of
health, our expenses, can be controlled effectively and in a ubiquitous manner.

The growing flow of data from connected objects supports the growth of Big
Data, which, in turn, facilitates the explosion of uses. By realizing the growing
importance that Big Data would be brought to play, companies found themselves
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confronted with a host of major concepts, with blurred outlines, which it is now
necessary to take advantage of. Algorithms, Smart Data, real-time, connected ob-
jects Mastering these new fields rich in promise first requires understanding what
Big Data involves from a business point of view. At this stage, we can say that Big
Data is a large and complex ecosystem. It requires mastery of various hardware
and software technologies (storage, parallelization of processing, virtualization,
etc.). Big Data requires skills and expertise in mastering and analyzing data. In
this chapter, we have mainly discussed the operation, core technologies as well
as featured applications of big data andloT . We also highlighted the constraints
linked to the deployment of the IoT and which should be carefully processed to
achieve predefined objectives.

The next chapter offers a journey into the theory and applications of bio-inspired
meta-heuristic algorithms where we have compiled a non-exhaustive literature re-
view on a range of natural algorithms.
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2.1 Introduction

Nature is a powerful source of inspiration for solving complex computer prob-
lems, as it shows extremely diverse, dynamic, robust, complex, and fascinating
phenomena. It always finds the optimal solution to solve its problem and main-
tains the perfect balance between its components. A new era is opened to the
nature-inspired algorithms (Bio-inspired) which are metaheuristics imitating na-
ture to solve optimization problems. In the past decades, many research efforts
have been concentrated in this particular area. This chapter presents an overview
of nature-inspired algorithms.

2.2 Classification of Resolution Methods

The resolution of different kinds of problems encountered in our daily lives has led
researchers to propose methods of resolution and to make great efforts to improve
their performance in terms of the computing time required and/or the quality of
the proposed solution. Over the years, many methods for solving problems of
different complexity have been proposed. Thus, a great variety and remarkable
differences in principle, strategy, and performance have been discerned. This vari-
ety and difference have made it possible to group the different methods of solving
different problems into two main classes: the class of exact methods and the class
of approximate methods.

60
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Figure 2.1: Resolution methods classification.

2.2.1 Exact Methods

Usually based on a complete search of the combination space to find an optimal
solution.

The principle of exact methods generally consists of enumerating, often implicitly,
all the solutions to find the optimal solution.

Advantage Certainty of finding the optimal solution.

Disadvantage Prohibitive execution time The most successful exact algorithms
in the literature belong to the four paradigms:

e Separation and evaluation methods
e Methods with backtracking

e Dynamic programming

e Linear programming

2.2.1.1 Branch and Bound method (B-B)

These are exact methods that practice a complete and improved enumeration of
solutions. They divide the space of solutions into smaller and smaller subsets,
most of which are eliminated by boundary calculations. Applied to NP-complete
problems, these methods are of course exponential, but their complexity is much
lower than for exhaustive enumeration. They can compensate for the lack of poly-
nomial algorithms for medium-sized problems. For a Combinatorial Optimization
Problem (COP), several methods can be invented by separation and evaluation.
However, they will have three common components:
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e A separation rule, allowing a set of solutions to be partitioned into subsets.

e An evaluation function, allowing the calculation of a bound for a set of
solutions.

o A strategy for exploring the search tree.

2.2.1.2 Dynamic programming

Dynamic programming is a general methodology for designing algorithms to effi-
ciently solve certain optimization problems. An optimization problem consists in
searching, among a set of solutions to a problem, those that optimize a certain
criterion. For example, finding a shorter path to get from one point to another in
a transportation network is an optimization problem [I1].

2.2.1.3 Linear programming

linear programming is a mathematical technique for optimizing (maximizing or
minimizing) a linear objective function under constraints in the form of linear
inequalities.It aims at selecting among different actions the one that will most
probably achieve the desired objective [49].The term linear programming implies
that the solutions to be found must be represented in real variables. If it is
necessary to use discrete variables in the modeling of the problem, then it is called
integer linear programming (ILP). It is important to know that the latter is much
more difficult to solve than linear programming with continuous variables [122].

2.2.2 Approximate methods

The approximate methods aim to find an admissible solution in a reasonable time,
but without guaranteeing the optimality of this solution. The main advantage of
these methods is that they can be applied to any class of problems, easy or very
difficult. Moreover, they have demonstrated their robustness and efficiency in the
face of several combinatorial optimization problems.

They encompass two classes: Heuristics and Metaheuristics.

2.2.2.1 Heuristics

Heuristic methods are methods specific to a particular problem. They require
knowledge of the domain of the problem being treated. They are rules of thumb
that are based on experience and results to improve future research. Several defi-
nitions of heuristics have been proposed by different researchers in the literature,
among which:

Definition 1 : "A heuristic (heuristic rule, heuristic method) is an estimation
rule, a strategy, a trick, a simplification, or any other type of device that
considerably limits the search for solutions in important problematic spaces.
Heuristics do not guarantee optimal solutions. They do not guarantee a
solution at all. All that can be said about a useful heuristic is that it offers
solutions that are quite well most of the time." [62].
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Definition 2 : "A heuristic method (or just a heuristic) is a method that
helps discover the solution to a problem by making plausible, but fallible
conjectures of what is the best thing to do. "[62].

Definition 3 : "A heuristic is an estimation rule, strategy, method, or trick
used to improve the efficiency of a system that attempts to discover solutions
to complex problems." [I72].

Definition 4 : "Heuristics are rules of thumb and pieces of knowledge, useful
(but not guaranteed) for performing different selections and evaluations."
[134].

Definition 5 : "Heuristics are sets of rules of thumb or strategies that work,
in effect, like rules of estimation." [173].

Definition 6: "Heuristics are criteria, methods, or principles for deciding which
among several other courses of action, promises to be the most effective in
achieving a certain goal." [142].

2.2.2.2 Metaheuristic

Metaheuristic methods are general methods, versatile heuristics applicable to
a wide range of problems and more particularly the problems of optimization
known to be difficult for which there is no efficient classical method, they can
build an alternative to heuristic methods when we do not know the heuristic
specific to a given problem. Metaheuristics aim to achieve a global optimum
generally buried in the middle of many local optimums. They provide good
quality solutions in a reasonable time.

In general, metaheuristics are iterative stochastic algorithms, which progress
towards a global optimum by evaluating some objective function. There is a
growing interest in metaheuristics, justified by the development of machines
with enormous computational capacities [21].

Researchers in the literature have proposed several definitions of metaheuris-
tic, among which: " A metaheuristic is an iterative process that subor-
dinates and guides a heuristic, intelligently combining several concepts to
explore and exploit the entire search space. Learning strategies are used to
structure information to effectively find optimal, or near-optimal, solutions.
" [137].
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Figure 2.2: Metaheuristic classifications by inspiration sources [15]

2.3.1 Evolutionary algorithms

2.3.1.1 The theory of evolution

During the 1960s and 1970s, with the advent of computers, many attempts
to model evolution were made. Several researchers in computer science have
independently studied scalable systems as global optimization tools for com-
plex problems where the classical optimization methods learning algorithms
or Automatic Algorithm Design are unable to produce satisfactory results.
Evolutionary algorithms (EAs) developed in the 1950s, from a family of
stochastic and probabilistic algorithms that were inspired by the biological
evolution of species to solve NP-complete problems. They are inspired by
the theory of the natural selection of species proposed by Darwin in 1860 in
his book "the Origin of Species by Means of Natural Selection or the Preser-
vation of Favoured Races in the Struggle for Life".

The vocabulary used is directly modelled on that of the theory of evolu-
tion and genetics. We will therefore speak of individuals (potential solu-
tions), population, genes (variables), chromosomes, parents, descendants,
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reproduction, crossbreeding, mutations, etc.. And we will constantly rely on
analogies with biological phenomena.

2.3.1.2 The general process of evolution algorithms

The majority of algorithms belonging to the EA family follow the same pro-
cess (problem/solution) detailed in Figure The only difference between
them lies in the type of solution coding used and the reproduction steps ap-
plied. The evolutionary research of the EA consists of the following 5 steps:

Initial Population —

|
b

E-valuation

!

Selection

.

Eeproduction
]

Mo

Nes

Eesults

Figure 2.3: The general process of evolutionary algorithms (EA).

Population initialization: This is a first phase of the algorithm, in which
the initial population is constructed randomly or through results from other
optimization techniques.

Population evaluation: It consists in calculating the cost function value (fit-
ness) of each individual in the population.

The selection of individuals: It consists in choosing the most suitable in-
dividuals from the current population in order to train the new generation.

Reproduction of individuals: This is the phase in which a new population
is built from the selected individuals, via reproduction operators (such as
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Crossover and mutation for GA). Noting that this stage is often stochastic.

AF stopping criteria: This is a test of the efficiency of the algorithm, through
a value of the objective function to be reached, the number of iterations or
the execution time. The current solution is taken when this test is veri-
fied; otherwise, the algorithm goes to the next iteration, starting from the
evaluation step.

2.3.1.3 The General Strcture of Evolutionary Algo-
rithms

The General Strcture of EA for a global optimization problem is grouped in
the pseudo code :

_Algorithm] Evolutionary algorithms
Input: CP: Crossover probability; MP: Mutation probability; BI: Best individual; SC: stopping
criterion.

Code (P (1))

110

Generate an 1mutial random poplation (P (1))
Evaluate (P (1))

while @ SC do

begin

1—=1+1

select P (1) from P (1-1)
Crossover(P(1))
Mutation (P(1))

BI « evaluate(P(1))
P(1) + Replace(P(1))
end while

end

Output: BI

Figure 2.4: Algorithm1 Evolutionary algorithms.

These algorithms are expensive in computation, difficult to implement and
do not guarantee optimal results. In the rest of this section we will discuss
each evolutionary algorithm independently in more detail:These algorithms
are expensive in computation, difficult to implement and do not guarantee
optimal results. In the rest of this section we will discuss each evolutionary
algorithm independently in more detail:

2.3.1.4 Genetic Algorithms

The origin of GA
The beginnings of genetic algorithms (GA) can be traced back to the early
1950s when several biologists used computers to simulate living systems [76].
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However, in the 1970s John Holland professor at the University of Michigan
USA studied evolutionary systems during his PhD. Together with his stu-
dents, he undertook a vast study that established the foundations of evolu-
tionary systems. In 1975, he was the first to introduce the term 'Genetic
Algorithm" with a formal model (the canonical genetic algorithm CGA) in
his book "Adaptation in Natural and Artificial Systems'. In his work, the
notion of crossbreeding was paramount. He proposed to add intelligence in a
computer program with Crossovers (exchanging genetic material) and muta-
tion (source of genetic diversity). His work was not centered on optimization
problems. It is his student De Jong K.A. who in his publications (in 1975,
1976, 1980 and 1992) focused his work on the use of GA in the solution of
optimization problems[I54].

The inspiration source of GA

Initially created by John Holland [84] at the University of Michigan, USA.
Holland began by simulating the adaptation processes of natural systems.
Then he came to explore them in optimization and machine learning in the
1980s. Then developed by other researchers such as De Jong [52], Goldberg
[73], Davis [53] and Michalewicz [12§], GA owe their name to the analogy of
the mechanisms of natural evolution of living species and use the two princi-
ples neo-Darwinism (the survival of Darwin’s best-adapted individuals) and
Mendel’s genetic recombination. The basic principle is to mimic these two
mechanisms to develop a population of solutions (representing individuals)
in order to obtain solutions of increasingly better quality.

Summary of GA

GA is iterative population-based stochastic metaheuristics that simulate the
natural evolution of individuals in a population.

The objective of GA is to guide individuals within a population to obtain
an approximate solution to a given optimization problem.

These GA are applied when a solution is impossible or difficult to approach
in a reasonable amount of time. GA uses the principles of natural selection,
crossover, and mutation by applying them to a population of potential solu-
tions to a given problem. The solution is approached iteratively.
Traditionally, GA is associated with the use of binary representation. One
can find GA that uses other types of representation (Scatter search). A
GA applies crossover and mutation operators to promote diversity. GA uses
probabilistic selection [21].

To implement a GA, it is necessary to have:

- A genetic representation of the problem, i.e. coding of solutions used
in the form of chromosomes.

- A mechanism of generation of the initial population. This mechanism
is essential to build a non-homogenous population of individuals.

- A function that evaluates the adaptation of a chromosome to its envi-
ronment, offering the possibility of comparing individuals. This func-
tion is constructed from the criterion that one wishes to optimize. The
application of this function to an element of the population gives its
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fitness.

- A mode of selection of the chromosomes to be reproduced. This selec-
tion is based on reproduction and genetic coding, which stores infor-
mation describing the individual in the form of genes.

- Crossover and mutation operators allowing to diversify the population
over generations and to explore the state space.

- Parameters used by the algorithm: population size, probability of crossover
and mutation, the total number of generations.

The general process of Genetic Algorithm
Figure[2.5]is a flow diagram of the Genetic Algorithm, where each step walk-
through of this process will be detailed in the following:
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Figure 2.5: General flowchart of the Genetic Algorithm

Initialization:

The first step in the implementation of GA is the random generation of
a population of individuals called chromosomes distributed in the research
space to provide the GA with varied genetic material. This step may condi-
tion the speed and efficiency of the GA.
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Coding:

The coding of individuals is a delicate and determining step to facilitate the
implementation of the reproduction operators. In the literature there are
three types of coding: binary coding, real coding and grey coding [123].

The evaluation function:

The evaluation function called fitness is used to measure the performance of
each individual. It quantifies the quality of each chromosome in relation to
the problem. It is used to select chromosomes for reproduction. Chromo-
somes with a good quality are more likely to be selected for reproduction
and therefore more likely that the next population will inherit their genetic
material. The evaluation function produces the pressure to move the popu-
lation from the genetic algorithm to better quality individuals. Clearly, the
choice of the evaluation function will strongly influence the success of the
genetic algorithm.

This function, specific to the problem, is often simple to formulate when
there are few parameters to optimize. On the other hand, when there are
many parameters, it becomes more difficult to define. In this case, the func-
tion becomes a weighted sum of several functions (multi-objective function).

Reproduction operators

These operators play a major role in the success of GA, they define how in-
dividuals recombine and arrange themselves during the reproduction phase.
There are different operators: Selection operator (Os), Crossover operator
(Oc), Mutation operator (Om) and Replacement operator (Or). Ensuring
the passage from one generation to another while improving the solutions
carried by the individuals in the population.

1. Selection Operator: Selection This operation is based on the princi-
ple of adaptation of each individual in a population to its environment,
following the theory of natural selection introduced by Charles Darwin
in 1859. Thus, only individuals with high performance costs will be
selected to survive and multiply. There are several methods of selec-
tion. The best known are rank selection, roulette wheel selection, and
tournament selection.

Roulette wheel selection: it is inspired by lottery wheels. FEach in-
dividual in the population is associated with a sector of a wheel and a
wheel throw is simulated by a random draw. The angle of the sector
is proportional to the quality of the individual it represents. Thus the
best individuals have more chance to be selected and to participate in
the improvement of the population.

e Tournament selection: A subset of all individuals suitable for repro-
duction is selected. These individuals are selected in the following
way: a number k of individuals are drawn at random from the
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population of individuals (k is a parameter called the tournament
size) and to select the one who has the best performance or by the
confrontation, each time, of two individuals so that the best one
wins. There are different selections per tournament: deterministic
or probabilistic. In the case of the deterministic tournament, the
best of the K individuals wins the tournament. In the probabilistic
case, each individual can be chosen as a winner with a probability
proportional to his evaluation function. Some individuals may par-
ticipate in several tournaments: if they win several times, they will
therefore be entitled to be copied several times in the intermediate
generation, which will favor the durability of their genes.

e Rank selection: This selection method is divided into two steps[185]
[48]. First, one must rank the individuals in ascending (or descend-
ing for a maximization problem) order of their quality. Then, a
selection procedure similar to the selection on fitness but applied
to rank is used.This procedure assigns a probability of selection
according to their rank ("Ranking selection").

2. Crossover operator: The crossover operator aims to enrich the di-

3.

versity of the population by combining information between chromo-
somes. It consists of combining any two individuals (called parents)
with a probability (Px) in order to obtain two other individuals (called
children), not necessarily better than the parents. The accomplish-
ment of this task needs a Crossover probability (CP) fixed in advance.
Afterward, the selection of two-parent individuals a random number
A € [0;1] will be generated and if A < C'P a cross will be applied on
these two individuals. The Crossover area is chosen randomly but there
are several strategies to perform the Crossover.

e One-point crossover: It divides two selected parent individuals into
two parts, with a single cut-off point. The cut-off position is cho-
sen randomly and will be the same for both parents in order to
exchange information.

e Two-point crossover: It divides the two selected parent individuals
into 3 parts with two cut-off points.

e Uniform Crossover: It is based on the same principle of the previous
crossover but the crossover point can be multiple and randomly
chosen.

Mutation operator: The role of mutation is to make new genes ap-
pear. This operator introduces the diversity necessary to explore the
research space and guarantees the diversity of results randomly chang-
ing a gene within a chromosome with another. The simplest mutation
on a chromosome randomly changes one bit. A chromosome has a
probability of mutation of one rate.

4. Replacement: This last step of the iterative process is the incorpora-

tion of the new solutions into the current population. The new solutions
are added to the current population by replacing (total or partial) the
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old solutions. Generally, the best solutions replace the worst; the result
is an improvement in the population.

The general structure of GA
For a global optimization problem the general structure of GA is grouped
together in pseudo code 2:

_Algorithm?2 Genetic Algorithm
CP: Crossover probability; MP: Mutation probability; SC: stopping criterion; N: P Populatin
size; A real variable; BS: Best solution.
Input: CP, MB, SC, N.
begin
Initialization and Coding(PN)
Evaluate (P)
while @ §C do
P’ Selection(P)
If Generate-random (A) <CP then
P’ Crossover(P)
End if
If Generate-random (A) <MP then
P*«Mutation(P)
End if
P+ Replacement (P*)
BS+ Evaluate (P)
Output: BS

2.3.1.5 Genetic programming

The origin of the GP

The GP was proposed by John Koza [105] for the evolution of programs
based on studies carried out by Cramer in 1985 on tree structure for pro-
gram representation and crossbreeding of parent subtrees [44].

The inspiration source of the GP

Genetic programming is a paradigm allowing the automatic programming of
computers by heuristics based on the same principles as genetic algorithms:
operations of genetic variation and operations of natural selection. The dif-
ference between genetic programming and genetic algorithms lies essentially
in the representation of individuals. Indeed, genetic programming consists of
making individuals evolve whose structure is similar to computer programs.
Genetic programming represents individuals in the form of trees, that is to
say, oriented graphs without cycles, in which each node is associated with an
elementary operation related to the domain of the problem. Several other
representations, such as linear programs and cyclic graphs, have since been
used. Genetic programming is particularly adapted to the evolution of com-
plex structures of variable dimensions.
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Summary of the GP

The GP allows problems to be solved automatically without the user speci-
fying the form or structure of the solution. At the most abstract level, the
GP is a systematic, domain-independent method since it provides comput-
ers that can solve problems automatically based on a high-level statement
of what needs to be done. Since its inception, GP has attracted the interest
of myriads of people around the world.

This technique seeks to use induction to design a program with the principle
of evolving a set of computer programs from one generation to another, The
specificity of the GP is its research space, a space of programs most often
represented in the form of trees structure for coding programs (individuals)
to improve the fit between candidate programs and an objective function.
The general process of GP

The basic steps of the GP are shown in Figure In a first step, we need a
basis to be able to start generating programs (initialization phase). We will
thus obtain a certain number of individuals that will allow us to generate
future generations. At this moment, we verify if one of the solutions offered
by these individuals is satisfactory (Evaluation Block). If no solution is suit-
able, we will then proceed to a selection of the best ones in order to generate
the descendants by different techniques. (Selection and crossover/mutation
phase). Finally, these descendants will replace the previous generation by
being in turn the parents, and the cycle starts again with the Evaluation

block.
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Figure 2.6: General architecture of genetic programming (GP)
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1. Initialization phase: individuals are generated randomly: the individuals
of the first population. This population is evaluated in order to estimate
its adequacy in relation to the problem to be solved.

2. Calculation of the quality of individuals (fitness), then replacement of
the old generation by the new generation of individuals.

3. Selection of the best individuals and application of genetic operators
(mutation, crossover and mutation, copying...).

4. Return to step two if the stopping criterion is not met (satisfactory solu-
tion found, or stopping after a criterion such as the maximum number
of generations).

The General Strcture of Genetic programming
The general structure of the GP for a global optimization problem is grouped
together in pseudo code 3:

Algorithm3 Genetic programming

BP: Best program. CP: Crossover probability ; MP: Mutation probability; SC: stopping
criterion; EM : Random Mutation variable [0-1] :NG: set of programs (parent and child)
which will be built after each generation ; RC: Random Crossover wvariable [0-1] ; P1: list
of size Npg of the programs initially generated from the set of available primitives ; Npg :
size of his‘t Pi and NG ; N : P Populatin size, A: real variable ; PGi: program number 1 of
the program population; Sp: the list of programs to select; SP Gi: program number 1 from
among the programs selected.

Input: CP, MB, P1.

for each PGi from the Pi do

Run and evaluate the program 1.

end for

while @ 5C do

SP «+— selection - by - tournament (PG1)

for each PGi and P Gj randomly selected from Sp do

Generate-Randomly (RC).

if RC <CP then

NG < Crossover (SPG1, SPGy)

else NG +— not — Crossover(SPG1 | SPGy )

end if

end for

for each P Gi from NG do

Generate-Randomly (BRM).

if RM <CP then

NG « Mutation (SPGi)

else not- Mutation (SPG)

end if

end for

for each PG1 of NG do

Evaluate (PGi)

BP + best (PG1)

end for

end while

Output: BS

2.3.1.6 Evolution Strategies

The origin of ES
Have been developed independently in Germany and the first work was pre-
sented in [64] as a method for solving practical optimization problems. It
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was later developed by Ingo Rechenberg, Hans-Paul Schwefel and their col-
leagues in 1964 to solve an aerodynamic design problem [155].

The inspiration source of ES

ES takes into consideration the macro level of the evolutionary species pro-
cess (phenotype, hereditary, variation) unlike GA which deals with the micro
level of genomics (genomics, chromosomes, genes, alleles). This algorithm is
commonly applied as a black box for optimization problems with continuous
and discrete search spaces.

Summary of the ES

ES is a paradigm particularly well suited for non-linear optimization tasks.
Similar to other EA, genetic operators in ES are applied in a loop until a
stopping criterion is reached. An important feature of ES is the use of self-
adaptation mechanisms to optimize not only the solutions of the studied
problem but also some parameters to mutate these solutions [64].

The general process of Evolutionary Strategy

Evolution strategies represent individuals as a set of characteristics of the
potential solution. In general, this set takes the form of a vector of real
numbers of fixed dimensions. Devolution strategies apply to a population of
parents from which individuals are randomly selected to generate a popula-
tion of descendants. These are then modified by mutations that consist of
adding a randomly generated value according to a parameterized probability
density function. The parameters of the probability density function, called
the parameters of the strategy, also evolve over time according to the same
principles as the parameters characterizing the individuals. To form the new
population, individuals are selected from among the best individuals of the
offspring, or from among the best individuals of the parents and offspring.
Modern devolution strategies can also integrate a multi-scale approach or
evolutionary strategies are intertwined.

| Tnitial Poplation |

| Fitness Evaluation |

+

| Selection |

Figure 2.7: Evolutionary Strategies flow chart
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The different Evolution Strategies can be introduced by the Schwefel nota-
tion:

- SE(u+M): designates an Evolution Strategy which generates A descen-
dants of p parents and selects the p best individuals from all descen-
dants and parents to form the new generation.

- The SE(u, \) generates A descendants of p parents but selects the best
i individuals from the population of descendants only.

- ES(pu+ 1) is similar to Steady State Genetic Algorithms in that only
one individual is created in each generation.

The General Strcture of Evolutionary Strategy
The general structure of the ES algorithm for a global optimization problem
is detailed in pseudo-code 4:

Algorithm4 Evolutionary Strategy algorithms

Bi: best individual; NG: the list of child individuals ; CP: Crossover probability; MP:
Mutation probability; P: population of individuals ;

Inputs: p: the number of candidate solutions in the parents’ generation.

4. the number of candidate solutions generated from the parents' generation
P — gnrer - randomly{ppotential solution)

for each individual Ni € P do

Evaluate(N1)

end for

Bi «— referrals-best-individual(P)

while @ SC do

NG—0

for 1=0 to % do

PRi « references-parent(P, 1)

if A < MP then

NG+ Crossover (Crossover-discrete, Crossover-intermediate)

end if

if A < CP then

NG « mutation (mutation (strategy-parametes), mutation (dcision--parametes))
end if

end for

Evaluate(NG)

Bi «— referrals-best-individual(NG, M 1)

P select(P, NG, p)

end while

Output: Bi

Differential Evolution (DE)

The origin of DE

The differential evolution algorithm was proposed by R. Storn and K. Price
in 1997 [I70] to solve the Chebyshev polynomial fitting problem.

The inspiration source of Differential Evolution

Differential evolution is a stochastic optimization metaheuristic that was
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inspired by genetic algorithms and evolutionary strategies combined with a
geometric search technique. Genetic algorithms change the structure of indi-
viduals using mutation and Crossover, while evolutionary strategies achieve
self-adaptation by geometric manipulation of individuals.

Summary of the DE

Differential evolution is a stochastic optimization metaheuristic that was in-
spired by genetic algorithms and evolutionary strategies combined with a
geometric search technique. Genetic algorithms change the structure of in-
dividuals using mutation and crossover, while evolutionary strategies achieve
self-adaptation by geometric manipulation of individuals. These ideas were
implemented through a simple but powerful vector mutation operation pro-
posed in 1995 by K. Price and R. Storn [I70]. Although the differential
evolution method was originally designed for continuous and constraint-
free optimization problems, its current extensions can handle mixed-variable
problems and handle non-linear constraints.

The general process of Differential Evolution
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Figure 2.8: Differential Evolution flow chart.

In the DE method, the initial population is generated by uniform random
selection over the set of possible values for each variable. The upper and
lower bounds of the variables are specified by the user according to the na-
ture of the problem. After initialization, the algorithm performs a series of
transformations on the individuals, in a process called evolution
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The DE standard uses three techniques (mutation, Crossover and selection)
like genetic algorithms. At each generation, the algorithm successively ap-
plies these three operations on each vector to produce a test vector.

The General Strcture of Differential Evolution

The general structure of the Differential Evolution algorithm for a global
optimization problem is detailed in pseudo-code 5:

Algorithm 5 Differential evolution

Input Po : Population ; Pr : Problrm ; W : Wethting ; C : Crossover
P+ imtialize_population (Po, Pr)

Evaluate Population (P)

Bs+Get_Best Solution(P)

While @ SC do

NP

for each individual Pi €P do

Ns + New_Sample(P1, P.Pr.W.C)

If Crossover (Ns)<= Crossover (P1) then NP«—N§
Else NP+P1

End

End

p—NP

Evaluate_Population (P)

Bs+ Get_Best Solution(P)

End

Output: Bs

2.3.1.7 Evolutionary Programming

Evolutionary programming was introduced by Laurence Fogel in 1966 [66]
with the aim of creating Finite State Machines to predict future events on the
basis of past observations. Evolutionary programming follows the classical
scheme of evolutionary algorithms as follows:

1. A population of n individuals is randomly generated and evaluated;

2. Each individual produces a son by the application of a mutation operator
following a normal distribution;

3. The new individuals are evaluated and a new population of size n (best
adapted) is stochastically selected among the 2m individuals of the
current population (parents + children);

4. From the second step on, the selection is repeated until the chosen
stopping criterion is valid.

Evolutionary programming shares many similarities with evolutionary strate-
gies: individuals are, a priori, real multidimensional variables and there is
no recombination operator. The selection follows a strategy of type (i + A).
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2.3.1.8 Synthesis of evolutionary algorithms (EA)

This section presents a comparative analysis of evolutionary algorithms (
EA ) previously detailed in terms of coding, evolution operators, application
domains, decisions and adjustment parameters.

Steps and parameters Decisions and remarks Application areas
GA |- Reproduction Population | - When parameter tuning is static, GA fail to | - Workshop production
initialization converge to the desired solution within a set scheduling
- operators (selection, Crossover number of iterations or fixed execution time. | -  Aur traffic management
(One-Point  Crossover, Two- [ = Contrary to GP and ES it is expensive in| - COLORING
point  crossover,  Uniform terms of computation time. Geographical MAPS
Crossover), and mutation). - The operation on dynamic data sets is with a minimum
- Replacement. dufficult. number of colors
- Number of iterations. - For specific optimization problems, and |- Knowledge extraction
- Population size given the same amount of computing time, | - Commercial traveler
- Crossover  Probability and simpler optimization algorithms may find problem
Mutation Probability better solutions than GA. = Network planning
- Chromosome size - GA are not directly suitable for solving | -~ Image segmentation
constrained optimization problems.
GP |- population of initial programs | - Unlike GA and DE, GP avoids premature | - Automatic Discovery of |
- Tournament selection convergence Reusable subPrograms
- Healthy Tree crossing = Gives good results in the face of global and | = classification
- Mutation (change under a tree of nonlinear optimization problems. - Association Rules
a program) - Contrary to GA the population m GP|- Medical knowledge
- Replacement generates diversity not only in the values of extraction
- The same parameters as the GA the genes but also in the structure of the
individual.
ES |- Mutation Parameter - Use a lot of parameters compared to GA and | - Image segmentation
- Selection (deterministic process). GP - decision support system
- Discreet Crossover strategy | - Gives a better convergence speed than GA | -  scheduling problem
parameters and GP. problems  of  Mobile
- ?;e;;?;a;:me;zssom for | A very important characteristic of ES is the use of Wireless Networks
» . self-adaptive mechanisms to control the
- Probability of discrete crossover
~  The sampling used. application of the mutation
DE - Selection. - - The DE 1s easy to implement and requires | -~ Design of Digital Filters
- Crossover. little parameter setting. - Global optimization
- Mutation (arithmetic | = - The DE causes rapid convergence. - nonlinear  problem
combination between | = - DE is generally regarded as a reliable, optimization
individuals). accurate, robust and fast optimization |- Multi-objective
- Replacement technique. optimization
~ The same parameters as the GA | - - Nose can hinder performance DE due to its

greedy nature.

— The user has to find the best values for the
control parameters for the DE depending on
the problem at hand and this 13 a tedious task.

Table 2.1: The analytic comparison between Evolutionary Algorithms (EA).
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2.3.2 Swarm intelligence

Swarm intelligence-based algorithms are a branch of algorithms inspired by
natural phenomena. These algorithms are generally inspired by the collective
behaviors of certain species in solving their problems, to develop metaheuris-
tics allowing the resolution of various optimization problems. According to
the authors (Bonabeau et al., 1999 ) | any attempt to design distributed
algorithms or problem-solving devices inspired by the collective behaviour
of social insects or other animal societies is part of swarm intelligence .The
word "swarm' is generally used to denote a finite set of particles or interac-
tive agents. The birds evolving in groups form swarms whose particles are
birds, schools of fish form swarms whose particles are fish, colonies of ants
form swarms whose particles are ants, colonies of bees form swarms whose
particles are bees, the immune system forms a swarm of particles represented
by cells of recognition and protection. Thus, by mimicking the social behav-
ior of particles forming swarms capable of self-organizing, several algorithms
have been proposed in recent decades such as Particle swarm optimization,
artificial immune systems, ant colony algorithm, Artificial bee colony algo-
rithm, ... etc. [2§]

Four principles governing swarm intelligence :

1. Positive feedback: it reinforces the best choices in the system

2. Negative feedback: it allows to ignore and remove bad choices in the
system.

3. The random aspect: it allows a good exploration of the solution space,
independently of the quality, favoring the principle of diversification.
The multiple interactions that allows the construction of the best solu-
tions and choices.

2.3.2.1 Particue Swarm Optemisation (PSO)

The Origin of PSO

Particle Swarm Optimization (PSO) is a stochastic SI algorithm, invented by
Russel Eberhart (electrical engineer) and James Kennedy (sociopsychologist)
in 1995 [152] for solving difficult continuous optimization problems. This
algorithm was originally inspired by the living world. It is based on a model
developed by the biologist Craig Reynolds on the social behavior of a group
of birds, in the late 1987’s.

The algorithm is based on a model developed by the biologist Craig Reynolds
on the social behavior of a group of birds, at the end of 1987.

The inspiration source of PSO

PSO comes from an analogy with the collective movements of certain animals
evolving in swarms. These animals are characterized by intelligence and
limited memory, but despite this handicap, they manage to move around
creating complex movements so we speak of collective intelligence or even
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a swarm. [24][25] This collective behavior is generated from simple rules of
local behavior, where each element of the swarm moves using its personal
experience as well as information obtained by its closest neighbors. Besides
the spectacular aspect of their movements, this socio-psychological behavior
allows them to achieve common objectives such as [37] [50] [65]

- food-searching: In a flock of birds, the food search is carried out, know-
ing the distance between each element of the flock and the target. The
closest bird will be followed by its fellows.

- Energy minimization: Wild geese minimize the energy of movement
through a V-shaped formation. The latter allows each bird to take the
suction of its predecessor and thus extend the flight distance.

- Defense against predators: A school of fish can avoid a predator by
dividing into two groups and then reforming the original school. As the
school changes direction, each fish turns and follows the fish in front.

Summary of the PSO

Particle swarm optimization is an evolutionary "meta-heuristic" method that
uses a population of candidate solutions to determine an optimal solution
to the problem posed. The degree of optimality is measured by a fitness
function defined by the user. PSO differs from other methods of evolutionary
computation by the fact that members of the population called "particles"
are dispersed throughout the problem space. The behavior of the particle
swarm must therefore be described from the point of view of a particle. Each
of the particles is equipped with : [I59]

A position, that is to say, its coordinates in the definition set.

A velocity that allows a particle to move. In this way, during the
iterations, each particle changes position. It evolves according to its
best neighbor, its best position, and its previous position. It is this
evolution which makes it possible to approach an optimal particle.

- A neighborhood, that is to say, a set of particles that interact directly
on the particle, especially the one with the best criterion. At each
instant t, any particle therefore, knows :

- Its best position visited. The value of the calculated criterion and its
coordinates are essentially retained.

- the position of the best neighbor of the swarm that corresponds to the
optimal scheduling.

- The value of the objective functions (fitness) because it is necessary to
compare the value of the criterion given by the current particle with
the optimal value.

The general process of PSO
An initial population (swarm) is randomly distributed over the search space,
each particle is characterized by a position x and a velocity v. Each particle
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is evaluated and saved in memory its best past position and informed its
neighbors of its best position and from this, each particle chooses the best
of the best positions of which it is aware and modifies its velocity and dis-
placement according to this information.

The general architecture of PSO is shown in Figure [2.9]:

Initial Particles
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Figure 2.9: General architecture of particle swarm optimization (PSO) algorithm

Each step of the PSO operation is detailed below:

« Initial particles: The initialization of the particles is done based on the
random generator of the speed and location of every particle.

o Evaluation: This step allows to evaluate the quality of each solution,
by assessing the position of each particle.

o Change Velocity : Iteratively, each particle varies its velocity according
to its actual position and the best position of its neighborhood.

o Displacement: The displacement of each particle from one location to
an other is done according to its actual position and its velocity of
movement.
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o We compared the current position of each particle with its better loca-
tion obtained in the preceding phases.

The General Strcture of Particle swarm optimization algorithm
The general structure of POS is detailed in the pseudo code 6 :

Algorithm6 Particle swarm optimization algorithm (PSO)
Pu - best solution

Inputs : N -the rmmber of particles of the nitial population
P« randomly generate (N, Vi, Xi)

for each P1do

Pg+— Evaluer(p)

end for

While Not termination-condition do

for each particle p1 of the population do

ChangeVelocity (pt)

Displacement (p1)

Pix+1 < Compare (Pig, Xig+1)

Update (P g+1)

end for

Pg x+1 + evaluat(P1)

Pr—Pgr

K—K+1

end while

Output: P;

Ant Colony Optimisation (ACO)

The origin of ACO

The ACO is an Evolutionary Algorithm that was introduced in 1991 by
Colorni, Dorigoin his doctoral thesis, and Maniezzo to solve the Travelling
salesman problem.

Several extensions of the ACO algorithm such as [75] introduce a reinforce-
ment learning approach, [I60] proposes the MAX-MIN Ant System intro-
duces minimum and maximum pheromone trace thresholds, and [47] describe
the Ant Colony System (ACS) algorithm.

The inspiration source of ACO

The ACO was inspired by the behavior of ants seeking a path between their
colony and a food source. The original idea has since diversified to solve
a broader class of problems and several algorithms have emerged, inspired
by various aspects of ant behavior. These insects are characterized by the
phenomenon of stigmergy introduced in 1959 by Grasse in [123] which refers
to the indirect communication between ants through traces of pheromone.
Ants first begin by randomly exploring the environment. As they move,
ants leave a trace of chemical pheromone on their path. The movement of
ants is guided by the smell of pheromone. Ants tend to choose the paths
marked out by the strongest pheromone concentration. On the way back,
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the amount of pheromone an ant leaves on its path depends on the amount
of food it is carrying.

Summary of the ACO

+. The Ant Colony Algorithm (ACQO) is one of several swarm intelligence-
based algorithms it was introduced in the early 1990s by Dorigo and was
inspired by studies of real ant behavior to naturally solve relatively complex
problems.

A colony of ants communicate indirectly via dynamic changes in pheromone
tracks and construct a solution to a given problem.

The ant colony algorithm is well suited for discrete optimization problems
such as quadratic assignment problems, job scheduling, network routing,
graph coloring, bioinformatics, and data mining [51] .

The general process of ACO

The general Process of ACO can be summarized in the following steps Fig-
ure :

Problem initialization as a graph

|
¥

Construction of solutions -

!

Evaluation of solutions
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Updating pheromones
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Best zolufion

Figure 2.10: the process of the ACO algorithm.

Each step of the ACO is detailed below:

- Algorithm initialization: The solution search space is represented as a
graph containing N initial solutions and each solution is a path such
that the values of the arcs connecting the nodes are generated initially.

- Construction of solutions: in this step a solution construction process
is constructed such that the ants artificial move through the different
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nodes of a graph that represents the problem, according to a probabilis-
tic rule in iterative solution construction The probability of movement
of each ant artificial.

- Solution evaluation: Solutions are evaluated using a fitness function to
designate the amount of pheromone to be produced on each pathway.

- Update pheromones: Updates are made on the pheromone traces once
complete solutions have been built. This step also includes evaporation
of the pheromone traces to help ants "forget" the bad solutions learned
at the beginning of the algorithm initialization.

Procedure of ACO
The pseudo code 7 resumes the global structure of the ACO

Algorithm7 Ant Colony Algorithm (ACO)
HS : heuristicSolution

Inputs : S :Size of population m P, o, B
ProblemCoding ( representing the solutions as a weighted graph)
HS«— CreatingHeuristicSolutions
F(Biest) «— Evaluate(HS)

Buet+— HS

Ph «InitialiserPhromone

while @ SC do

S—0

for 1=1 to 1=m do

Si=—probability( Ph, o, B)

F(si) «— Evaluate(S1)

If F(Si)<= F(Bgest) then

F(Btest) <——F(Si)

Brast+—Si

End If

S+—5i

End for

PheromoneEvaporation (Ph, P)
foreach 81 € 5 do

UpdatePheromone (h, S1, H(S1))

End for

End while

Output: Bres

Bacterial Foraging Optimization (BFO)

The origin of BFO

The Bacterial Foraging Optimization Algorithm was proposed in 2002 by
Passino [161]. This algorithm is based on the foraging behavior of groups of
bacteria such as E. coli and M. xanthus. More precisely, the bacterial feed-
ing optimization algorithm is inspired by the feeding behavior of Escherichia
coli (E. coli) bacteria present in the human intestine. [121]

The inspiration source of BFO

Optimization by bacterial foraging is inspired by the hoof exposed by bac-
terial foraging behaviors [I80]. More precisely, the bacterial foraging opti-
mization algorithm is inspired by the chemotactic behavior of bacteria that
tend to gather in nutrient-rich areas through an activity called "Chemotaxis"
and represents the key idea of this algorithm.
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Summary of the BFO

The Bacterial Foraging Optimization BFO algorithm proposed in 2002 by
Passino [143] is based on the feeding behavior of Escherichia coli (E. coli)
bacteria present in the human intestine [144]. The theory of exploration for
food is based on the hypothesis that the bacteria obtain the maximum energy
constituents in a supposedly short time. The basic BFO consists of three
main mechanisms: chemotaxis, reproduction and elimination-dispersion|[143]

[144]

The general process of BFO

.

Initialization Parameters ¢

j=N.
Y
Chemotaxis loop Ves
=i+l
No
b
Evaluation
Yes

A4 No
Reproduction loop
k=k+1

*Yas

-
-
¥

EliminationDispersion loop
I=1+1

v

Best solution

Figure 2.11: the process of the BFO algorithm

P: Dimension of the search space,

N: number of bacteria in the population,

N.: chemotaxis steps,

N,.: number of reproduction steps,

N.q: number of events elimination dispersion,
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Bacterial foraging optimization algorithm (BFO) is a stochastic optimization
algorithm proposed in 2002 by Passino. The algorithm is inspired by the
behavior of a certain type of bacteria (Escherichia, coli) in its search for the
most nutritious areas.

The evolution of a group of bacteria consists of four phases

1. Chemotaxis, which is the advancement or tumbling phase of the bacteria
to the most promising areas.

2. Grouping : the bacterium that finds the best promising area, informs
the other bacteria to group together.

3. Reproduction : of the most adapted bacteria (better fitness).
4. FEelimination or dispersal: of all individuals in a bad area, and new

random samples are inserted with low probability

Procedure of BFO
The pseudo code 8 resumes the global structure of the BFO

Algorithm8 Bacterial Foraging Optimization Algonithm (BFQ)
P : best solution ; PS : The population size; Ned : number of elimination and dispersal stages
: Nreo number of reproduction steps ; Ne: chemotaxis steps; Paa : probability of a cell being
subjected to elimmation and dispersion

Inputs : PS, Neg, Nie, Ne, Peg,

P+ Initiate the position of each bacterium

for 1=0 to Nzg do

for K=0 to N do

for ;=0 to N: do

P+ chemotaxis(P)

fori=1toPS do

calculate the function of fitness for each bacterium £{1)

if P-< f{1) then

P+ 1l1)

end if

end for

end for

P+ Reproduction(P)

end for

for each bacterium 1 in the population P do

if A <Py then

P(1)~EliminationDispersal(1)

end if

end for

end for

Output: P:

2.3.2.2 Bat algorithm

The origin of BA
The Bat Algorithm (BA) is a metaheuristic developed by Xin-She Yang in
2010 [189]. It was based on the echolocation characteristics of bats.
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The source of inspiration for BA

The Bat Algorithm is inspired by the echolocation behavior of micro bats,
which is based on their ability to imitate sounds that bounce off objects in
their path. These echoes will be used to locate and identify prey. The prin-
ciple of the bat algorithm is to use a swarm of artificial bats to fly randomly
through the search space with speed and position with a fixed frequency, to
find an optimal solution.

Summary of the BA

A bio-inspired optimization algorithm developed by Xin-She Yang in 2010
[189], the Bat Optimization Technique (BAT) is an approach inspired by the
hunting behavior of bats. During their hunt, to avoid obstacles and target
their prey, each individual (bat) emits a bi sonar [79] through its environ-
ment; the return of the echo allows the identification of various objects in its
environment. The studies developed in this field [I71] have shown that the
resonance of the emitted wave varies from a high value during a prospecting
flight to a fairly low value with an increase in frequency when the bat detects
and oblique towards a prey. It is intuitively assumed that these animals can
differentiate their prey from other nearby obstacles, including nearby bats.
Similar to PSOA, the BAT algorithm can be implemented for solving con-
tinuous optimization problems where possible solutions can be represented
by the geographical positions of the bats.

The general process of the BA

- Initialization: we have as input N bats randomly positioned with a
random speed.

- Bat displacement: the random movement of each bat is associated with
their speeds and locations by adjusting their first frequencies and up-
dating their speeds and positions the movement of the bats will be
performed.

- Intensity representation: in this step Sound value plays an important
role in obtaining the solution. So for each bat, a new solution will be
generated at a given moment in the local search.

- Evaluation: the position of each artificial bat will be evaluated with
the use of a fitness function to reach the best optimal solution.

- Updating the echolocation parameters: if the bat has started to ap-
proach the best Solution the intensity value will be decreased.

Procedure of BA
Pseudo code 9 summarizes the general structure of the bat algorithm (BA)
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Algorithm Bat Algorithm (BA)
PAB - population of artificial bats ;
Inputs : A;, F;, N: the number of bats generated, P: - best solution
PAB « mitialize (N, Vi, X))

Evaluate(PAB)

while 0 5C do

PAB« displacement (PAB)

PAB«+ local search (PAB)
Evaluate(PAB)

Update_echolocation parameters (A;f)
Py Evaluate(PAB)

end while

Output: P,

2.3.2.3 Artificial immune systems

Artificial immune systems (AIS) [90] are models of metaheuristics inspired by
natural immune systems. Based on these, several models of artificial immune
systems have been proposed to deal with many problems: network security
[45], character recognition, image alignment, multiple sequence alignment
[20] [I10]. Thus, we distinguish the clonal selection algorithm [I75], the
negative selection algorithm, and the immune network algorithm [175].

2.3.2.4 Grouping Cockroaches Classifier (GCC)

GCC is inspired by the natural behavior of cockroaches and the phenomenon
of seeking the most attractive and secure place (shelter) for hiding. We used
the studies carried out by Bell on the social life and behavior of cockroaches
in [I7). We can identify different types of cockroaches in our work, we
are interested in the cockroaches that live in apartments, which are fertile
and are never isolated. This phenomenon is well detailed in an experiment
conducted by French biologists when they met a group of cockroaches in a
basin where there’s light everywhere, and they built two artificial shelters
(shelter is a place with less brightness as shown in the Figure using
two red circles because cockroaches do not observe the color red as shown in

the following Figure (Figures and [2.13]).
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A-Two shelters B- Exploration phase (- The experience environment

Figure 2.12: Description of the cockroach grouping experiment. [17]

a-global wew B- detailed view

Figure 2.13: The groping of cockroaches under the same place [17]

2.3.2.5 Artificial bee colony algorithm (ABC)

Artificial Bee Colony (ABC) algorithm is a new metaheuristic that has en-
riched the number of optimization methods based on swarm intelligence. It
was proposed in 2005 by Karaboga [108]

The ABC algorithm is based on the natural pattern of honeybee behav-
ior when searching for food. The process of foraging in bees is based on a
very efficient movement mechanism. It allows them to draw the attention of
other bees in the colony to the food sources found in order to collect various
resources. In fact, bees use a set of wriggling dances as a means of commu-
nication between them. These dances allow bees to share information about
the direction, distance, and amount of nectar with their fellows. Collabo-
ration and collective knowledge of bees from the same colony is based on
the exchange of information about the amount of nectar in the food source
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found by different members. Studies on bee wriggling dance behavior have
shown [146]

- The direction of the bees indicates the direction of the food source
relative to the sun

- The intensity of the dance indicates the distance from the food source.

- The duration of the dance indicates the amount of nectar in the food
source found.

- In a bee colony optimization algorithm, a source of nectar corresponds
to a possible solution to the problem at hand. The artificial bee colony
is made up of three types of bees : workers, spectators, and scouts.

- The worker exploits the food source found. She relies on her memory
and tries to make changes to her current position (solution) to find a
new position (i.e. food source).

- The bee spectator awaits the return of the workers to the dance floor
to observe their dances and gather information on the sources of nectar
they have found.

- The Scout Bee exploits the research space by initiating a random search
for a new food source. A worker bee is assigned to each food source.
The size of the colony population is equal to the number of worker bees
and the amount of nectar in a food source corresponds to the quality
(fitness) of the proposed solution.

2.3.2.6 Synthesis of swarm intelligence algorithms

This section presents a comparative analysis of swarm intelligence algorithms
previously detailed in terms of coding, operating steps, application domains,
decisions and control parameters.
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Avwerage intensity of all bats.

algorithm to move to
the exploitation stage
too quickly, it can
lead to stagnation
after a certain initial
stage.

Steps and parameters Decisions and remarks Application areas
PS5O | — Initializing the particles ( wvelocity Allows yvou to find the Menitoring of dynamic
and location of each particles) optimal overall SV STems,
— Shifting the speed solution with a much Control of collective
— Particle movement. better calculation pOwWer,
—  Ewaluation. efficiency than GA. Composing music for
— Comparison and update. PSSO is easy  to wireless SEnsor
— Parameters : implement and networks
— Better positions of every particle. requires the Unsupervised
— Better neighborhood position. adjustment of a few classification.
— Two factors of training__ parameters. Dizcrete optimization
It has a more efficient problem.
memory capacity.
PSSO has proven
stability and
convergence in a
complex
multidimensional or
continuous space.
ACO [ — Initializing the Parameter. Solve all types of Trade traveler problem,
— Encoding of the problem in the form linear and non-linear Wehicle routing
of a graph. problems. problem,
— Construction of heuristic solutions. Strong tendency to railway scheduling,
—  Ewaluation. premature quadratic  assignment
— Imitializing the Pheromone. convergence. and scheduling
— Pheromone update and evaporation. One of the most problems.
— Parameters popular algorithms backpack problem.
— Probability of movement of each ant with simple
at each node. implementation.
— The masses of the arches linking the
nodes.
— Ewaporation rates.
ABC | — Fandom initialization of solutions. Performs the Miulti-objective
—  Ewaluation. neighborhood search optimization.
— Selection and search of the and the global search. Unsupervised
neighborhood. Can be wused for classification.
— Recruitment of bees combinatorial and Bio-informatics._
— Choose the strongest bees from each continuous research. Ad hoc wehicle
path_ It is one of the best network problem.
— Construction of the new population. bio-inspired methods.
— Parameters : It surpasses GA.
— number of scout bees (n), Ensures the ranking
— the number of sites selected (m). of solutions
— the number of the most selected sites
).
— \‘{h::a: number of bees used for the best
e (CIP) sites_
— mnumber of bees used for the other
sites (me) selected sites (nsp). and
the initial size of the room (INGH)
BFO | — Initialization of positions of bacteria. It uses the notion of Extraction of the rules
—  Chemotaxis. parallelism and floue,
— Oriented and random movement. distributive travelling salesman
— Trialiming. processing. problem,
— FReproduction, dispersion and Ensures global backpack problem
elimination. optimization. classification,
— Parameters : Sensitive to scheduling problems,
—  MWumber of bacterias. parameter Multi-objective
— Length of the walking unit. Number initialization. optimization problem.
of chemotactic, elimination and The reproduction
dispersion steps. operator 1s used to
— Probability of elimination. improve the
convergence speed of
the algorithm.
BA — Initialization of the echolocation It can provide wvery Scheduling Problem,
parameters. rapid convergence at Wireless Sensor
— Initial move. a wery early stage Networks
— Movement and local search. - from exploration to unsupervised data
Evaluation and Update of exploitation. classification,
echolocation parameters. It is very effective in problem of traveler of
—  Parameters - dealing with trade,
— A minimum frequency fixe. classification backpack problem.
— A wavelength variable. problems. Combinatorial and
—  Minimum intensity If we allow the continuous

optimization problem.
Image processing.

Table 2.2: The analytic comparison between Swarm Intelligence algorithms.
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2.4 Conclusion

Bio-inspired meta-heuristic algorithms are a new revolution in computer sci-
ence, The scope of this field is vast; compared to nature, the problems of
computer science are only a subset. Unfortunately, we must keep in mind
that imitating a biological mechanism does not necessarily bring an advan-
tage, either because the technology cannot match the biology or because
the desired goal may be different from that of biological mechanisms. The
correct practice of bio-mimicry requires an effort by scientists to extract the
principles of biological intelligence from the data and theories provided by
biologists in order to translate these principles into functional algorithms
and technologies. This chapter offers a journey into the theory and appli-
cations of bio-inspired meta-heuristic algorithms where we have compiled a
non-exhaustive literature review on a range of natural algorithms.
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3.1 Introduction

The security of borders plays a key role in the assertion of national security,
management of lawful immigration, prevention of smuggling, and defense
against hostile threats. It is necessary to avoid hostile intrusions, the fluxes
of underground immigrants, and the traffic linked by the conductors.

Indeed, borders remain the most visible mark of a state’s sovereignty over
a territory, and their management of its involvement in protecting its peo-
ple from threats it defines as such: international terrorism, smuggling, orga-
nized crime, irregular migration, and multifaceted trafficking (human beings,
drugs, raw materials or ALPC). Border threats differ from country to coun-
try, so each of the neighboring countries has developed its own structure for
border guard units.

However, they notice that a typical resolution for the surveillance of bor-

ders consists in putting towers of observation, of post offices of security and
organizing patrols of surveillance to discern possible illegal movements of

94
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persons or vehicles in the area around border, to accomplish a big variety
of missions: observation, detection and tells real-time about the slightest
changeability the centers of command and control For this we propose a
surveillance system to combat terrorism, smuggling, organized crime, and
irregular migration, it is designed to ensure the missions of permanent con-
trol or temporary border or camp protection, bivouac, sensitive site, convoy
route. The system allows continuous operation under "complex and demand-
ing" conditions, without putting lives in danger, and which helps armies and
governments to manage changes at the level of threats.

The Internet of Things (IoT) is a developing worldview that enables com-
munication among sensors and electronic gadgets through the Internet to
facilitate our lives. IoT utilize smart devices and internet to give creative
answers for different difficulties and issues [97]. The structure of our system
depends on connections between objects (sensors, drones, and surveillance
cameras) that they give capacities to control by the center of command
(which can be far from borders) before it is too late. Nature is vast, it
is a powerful source of inspiration for solving complex computer problems,
she always finds the optimal solution to solve her problem and maintains
the perfect balance between its components, an interesting new paradigm
known as the bio-inspired consists in analyzing the living world in order to
translate biological models of all forms (animals, plants, micro-organisms,
ecosystems... etc.)

into technical and algorithmic concepts, many works have been done in
the field of bio-inspiration to solve different problems and others are still
in progress, the main issue in this work is the creation of a new bio-inspired
technique that can enhance security while respecting the privacy of human
beings represents. In this work is we use a bio-inspired model based on the
style of life of the Cockroaches for the purpose of detect terrorists and non-
soldier people by the characteristics of gestures which are intruders of being
dangerous (criminals, terrorists etc.) instead of the faces.

The technique is based on the connections between smart objects in which
is based on picking up pictures through drones equipped with cameras that
are able to connect with smartphones So that it can monitor borders from
any place and the use of the characteristics of gestures that are suspected
of being dangerous instead of the faces. We apply the classification of ges-
tures human being by the Bio-Inspired technique of Grouping Cockroaches
Classifier (GCC) based on the style of life Cockroaches and operate on the
phenomenon of seeking the most attractive and secure place (shelter) for
hiding for a good detected the gesture of unwanted individuals this algo-
rithm is based on a learning base and classify the gestures of the test base
and labels them, each gesture take one of two classes ( gestures of border
soldiers and gesture of terrorists and non-soldier people), and we apply also
a new technology for the presentation of picture (n-grams pixels) to con-
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struct a system of control of borders. Our objective is to use drones instead
of normal soldiers to cover the space of the borders, detect terrorists hiding
their faces, detect people in disguise; react effectively and faster, react at
night, or even when the climate is difficult.

3.2 Literature review

In recent years, the security of borders and sensitive sites such as tourist
sites has undeniably become a major global issue. The massive influx of
refugees, the fight against terrorism, illegal immigration and smuggling, the
strengthening of internal security, and the rise of cybercrime are prompting
governments to strengthen their border and sensitive site surveillance sys-
tems. Governments are investing more and more to ensure their protection
through the use of electronic surveillance technology and video surveillance
systems. Certain events such as September 11th or the attacks in the London
Underground on Thursday 7 July 2005 urged public and political authorities
to act and to tighten surveillance in sensitive sites in order to secure humans.

In the conventional solution of controlling border traveling (that the per-
son is eligible to enter the country and does not pose a threat to its citizens
or institutions), the border guards have the responsibility for this monitor-
ing takes place manually which are responsible for continuously keeping an
eye on the borders. It takes a lot of manpower and assets as the borders
are stretched across hundreds of miles and have extreme terrain as well as
climatic conditions. With the improvement of document forging techniques,
the uses of look-alikes and aliases, as well as the time pressure associated to
border control processing, it is not surprising that border control authorities
are revising the traditional manual approach and considering the deployment
of the most advanced surveillance technologies to facilitate a more efficient
and reliable controlling of cross-border travels.

Nowadays, surveillance cameras are ubiquitous everywhere (streets, stores,
museums, subway stations, ticket machines, airports, and banks ... etc.)
in order to detect malicious and delinquent people (thieves, criminals, and
terrorists). Overall, the use of this technology has led to a decrease in crime
both both in public and private places, an improvement in incident man-
agement as well as an increase in efficiency and speed of intervention [81].
Several works have been done in the field of security surveillance for the
border, military, and academic purposes.

In this section, we have defined the different video surveillance systems,
then we have presented some advantages and disadvantages and the differ-
ent components of its systems.
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3.2.1 The various threats to borders and sen-
sitive site

With the turbulence and socio-political and institutional instability in coun-
tries in the world, insecurity is a real source of concern at borders. the
resurgence of armed rebellions across the broad border and the presence of
terrorist groups in some countries raise concerns about the possible spread
of the extremist threat to borders. In particular, through the trafficking of
weapons of war, drug trafficking, and the movement of illegal migrants.

e Drug trafficking and terrorist financing

Some areas have become assimilated to a so-called lawless zone, have
become the hub of transnational trafficking with its various organized
crime networks and mainly arms and drug trafficking.

This drug trafficking finances both organized crime and terrorist groups
present in the region as a complement to other sources of funding
(hostage-taking, ransoms, migrants, weapons, cigarettes, fuel, livestock,
etc.). The violent extremist groups in the border region are increasingly
experiencing the adhesion of several drug traffickers who have seen this
alliance as a means of protection. Drug trafficking is thus aggravated
by the links between drug traffickers and these terrorist groups, which
constitute narco-terrorism networks. The financial manna available to
these terrorist groups and generated by the trafficking of all kinds is,
according to many experts, very difficult to quantify. Jihadist fighters,
even if they are not directly involved in trafficking, are often in charge
of protecting convoys, securing airstrips, and ensuring fuel supplies.

e [llegal immigration

Amid the war against banditry and terrorism, there is above all the
fight against illegal immigration and the networks feeding the vast traf-
fic, very lucrative for the new barons, that is human trafficking. The
organized passage of people is developing exponentially in the illegal
border areas. Over time, the care of illegal emigrants has changed
hands and has shifted to jihadist smugglers. The evolution of the phe-
nomenon of illegal immigration has become alarming.

e Arms trafficking

In the last few years, arms trafficking has increased, with the multi-
plication of so-called low intensity conflicts and wars fuelling the influx
of arms, the world has become an uncontrollable and prosperous space
for all kinds of trafficking. The circulation of arms is both a conse-
quence and a factor in the development of other trafficking (drugs, mi-
grants, etc.). The exponential development of trafficking mechanically
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increases the level of violence in the border region and vice versa.

3.2.2 border and sensitive site video surveil-
lance systems

Video surveillance technology or CCTV (closed-circuit television) has proven
its essential role in security operations as it is the witness to everything that
happens in a place where a CCTV camera is in operation day and night.
CCTYV is a television system in which signals are not distributed publicly,
but are monitored, primarily for surveillance and security purposes. It is
based on one or more video cameras connected in a closed circuit to trans-
mit the images captured by the camera to one or more television monitors
or video recorders through coaxial cable trays or wireless communication
links [9]. The implementation of a video surveillance system requires the
presence of different tools such as monitors, video recorders, cameras, and
management and coordination equipment.

CCTV (Closed-Circuit Television) systems meet the need for surveillance
and control of the physical perimeter. Historically reserved for the most
sensitive sites, they have been democratized and are now part of the urban
landscape.

3.2.3 The advantages of video surveillance sys-
tems

The majority of people use video surveillance technology to keep their rel-
atives and belongings safe and secure. This technology can have several
advantages such as :

1. The deterrence of criminals and feeling of security : Once people place
video surveillance systems in their homes or workplaces, they begin to
feel safe because offenders are less likely to commit acts of violence or
crime if they are aware that they are being monitored. For example,
customers entering a store who know they are being videotaped are
much less likely to steal. Members of the public who know that CCTV
is constantly monitoring a hospital waiting room are less likely to as-
sault staff. This technology can also protect employees. In many jobs,
employees are vulnerable to either physical or verbal attacks from the
public. Often, in stressful situations, customers may take a company
representative to the task. If the employee knows that he/she is be-
ing watched by surveillance cameras, he/she will try to remain calm in
front of these people. To ensure the process of deterring offenders two
elements must exist :

e The offender must be aware of the presence of surveillance systems
and security cameras. For example, in Germany 31 video surveil-
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lance cameras have been placed in the city center, only 28% of the
respondents are aware of the existence of surveillance cameras.

e The offender must believe that the surveillance systems present are
likely to capture him or her in order to nullify the intended act of
crime or theft.

To assist police officers in their investigations : Having cameras in-
stalled in strategic locations is very practical when you need to follow
the actions and words of people or during an event. Modern security
cameras are not only equipped with high-quality video capabilities but
also audio. Clear images coupled with impeccable sound make them
more effective than ever at recording a series of events. There are many
examples of video footage being recorded to help convict an offender.
With a security camera, judicial authorities can see the series of events
that actually took place at the crime scene. For example, as shown in
figure a surveillance camera placed in portland airport made it pos-
sible to film the two Al-Qaeda terrorists Mohamed Atta and Abdulaziz
Al Omari on September 11, 2011.

05:53:44 03-1{%01 Z4HR

Figure 3.1: Image captured by a surveillance camera shows two terrorists who
carried out the attacks of September 11, 2011 in the United States. [41]

3. Medical assistance: Video surveillance camera operators can contact

emergency and medical services if they see people on the street suffering
from illness or injury as a result of criminal activity (such as robbery
and assault).

4. Monitor Activities: Monitor the activities of people visiting our homes,

as well as the comings and goings at these locations. This is a great
way to detect suspicious people and keep an eye on their activities.

5. Decision Support: Images from security cameras can help us to make

correct and fair decisions when resolving disputes, both in domestic
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and professional scenarios. Whether faced with a situation involving
disagreements within a family, or among employees.

6. Event recording : Video surveillance systems allow you to save every-
thing the camera has captured in a specific folder with the date and
time of each recording. When people want to know something that
happened outside of their homes two weeks ago, then they just need to
consult their security files.

3.2.4 Disadvantages of video surveillance sys-
tems

Simply, the use of video surveillance in social security, and the application
of the policy of identifying suspicious persons through facial recognition can
collide with several disadvantages:

1. The inability to identify the identity of offenders without facial recogni-
tion : The inability to detect offenders who disguise themselves or hide
their faces with masks. For example, we have a surveillance camera lo-
cated in a house and there is a thief with a hidden face who enters that
house to steal, as shown in Figure [3.2] Traditional video surveillance
systems cannot recognize the identity of this person because they are
based on facial recognition.

Figure 3.2: A thief hiding his face. [77]

Figure [3.2] was taken in a jewelry store in the town of Messina on the
Italian island of Sicily, showing a thief wearing a mask who enters the
store and steals all the jewelry. The policeman viewed the burglary
and analyzed the video recording by a surveillance camera located in
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this store. The problem is, it is impossible to detect the identity of this
thief because he hides his face

2. The inability to prevent crimes:

Conventional video surveillance systems are unable to warn people be-
fore the crime is committed. For example, terrorists or wanted persons
may travel on streets and airports with a false identity by altering their
appearance. In this case, these dangerous people cannot be distin-
guished by surveillance systems based on facial recognition. In another
real-life example, as part of the investigation into the double terrorist
attack on the Booston area in the United States during the 117th edi-
tion of the city marathon on Monday, April 15, the FBI released videos
and photos captured by surveillance cameras placed in that city show-
ing two suspicious persons as shown in figure [3.3] The way authorities
identified these two suspects shows that we should think about how
cameras can help prevent crimes rather than just solve them after the
crime is committed.

Figure 3.3: the two suspects named by the FBI as responsible for the terrorist
attacks in Boston. [12§]

3. The assault on citizens privacy :
The use of a conventional video surveillance system in offices, streets,
commercial establishments, city centers and in front of buildings does
not respect the freedom of people who pass nearer the cameras. For
example, there are people who use these systems to film reality TV that
shows us people’s daily lives. There are also people who could use im-
ages obtained from these systems to blackmail or for their own personal
benefit. There have also been a few cases in the past in companies where
employees have objected to being under constant surveillance without
their permission. A few have taken legal action against their employ-
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ers in relation to this. According to statistics in England every day a
person walking in the city center is filmed by 300 cameras. Therefore,
in order to protect the privacy of citizens, we have to find a technique
to satisfy the interests of all parties, including the person filming and
the person being filmed

4. Human problem:

Conventional video surveillance systems consist of cameras to give a
general view of the areas and surfaces monitored to a limited number
of operators (the agents who manage the systems and view the events
captured by the cameras). These officers have the role of constantly
monitoring the monitors and if any suspicious actions occur, they notify
security or the police. However, operators cannot stand 24 hours a day
in front of the monitors and cannot monitor all the events captured by
all the cameras at once. In this case, the agents are not able to prevent
incidents or limit the damage. These CCTV systems cannot stop a
crime while it is being carried out and they do not alert neighbors or
the police like an alarm system does.

3.2.5 State of the Art on border and sensitive
site Video Surveillance Systems

Video surveillance has received a lot of attention as a very active research
area, this section contains a detailed description of several video surveillance
systems that exist in the literature.

3.2.5.1 The intelligent video surveillance system :

Typically, video surveillance systems have two main purposes: to provide a
human operator with images to detect and respond to potential threats, and
to record evidence for investigative purposes. Unfortunately, the majority
of them are unable to support both real-time threat detection and evidence
for forensic investigations.

- Real-time threat detection: Human visual attention falls below accept-
able levels, even when trained agents (operators) are assigned to the
visual inspection task.

- forensic investigation: the problem of searching large collections of
video recordings is even more tedious and error-prone for a human
investigator.

In order to address the two previous issues, Hampapur and al in [80] proposed
an intelligent video surveillance system that can help the human operator in
real-time threat detection. This multi-scale analysis system uses a combina-
tion of active cameras and a set of models to address the problem of scale
variations in visual monitoring applications. It is composed of :
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1. Static camera : To cover the entire area of interest and provide a global
view. Static camera video is used to detect, track multiple objects in
two or three dimensions as well as to extract additional information
about the objects e.g. the class of an object (person, car, truck).

2. Dynamic camera: To obtain detailed or small-scale information about
objects of interest in the scene. The warning information from this
camera is used for multi-scale analysis. For example, if the camera is
pointed at a person, the analysis should include face detection.

w

. Object detection : To identify all occurrences of objects from a known
class, such as people, cars, or faces in an image. For this two approaches
have been used. The first approach, called background subtraction,
takes a still background and treats all changes in the scene as objects
of interest. The second approach, called motion detection, assumes that
a scene will have many different types of motion, only some of which
are of interest from a surveillance point of view.

4. Object classification : This step is based on image segmentation to
particular objects in order to assign each object a class and detect
alarm situations in the filmed scene. For example, detecting an animal
at a fence line at the edge of the woods cannot be an alarm condition,
whereas spotting a person will certainly be an alarm condition.

5. Object tracking: To track the progress of objects in a visual scene,
this section aims to develop object trajectories over time using a com-
bination of object appearance and movement characteristics. For the
realization of this task two approaches, 2D and 3D have been applied.

=)

. Analysis of the structure of the object : Often the object is present in
the scene is not enough, and it becomes necessary to analyze and locate
other parts of an object. For example, finding a person’s head or the
license plate of a car is important from an identification point of view.
The purpose of this component is to extract meaningful information
from images.

3.2.5.2 Video Surveillance and Monitoring System (VSAM)

Keeping track of individuals, traffic and their communications in an metropoli-
tan environment or border region is a difficult undertaking. The role of
VSAM is to permit a solitary human operator to screen a huge territory
through a comprehension of video. To accomplish this objective, it is impor-
tant to automatically analyze individuals and traffic in a video, determine
their geolocalizations, and insert them in a dynamic scene visualization [42].
As shown in figure this system is made up of 3 main components which
are detailed below:
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Figure 3.4: The components of the video surveillance and monitoring system

(VSAM).

Sensor processing units (SPUs):

The VSAM consists of a set of processing units linked with sensors whose
role is to analyze video images to determine the presence of significant en-
tities or events, and to transmit this information symbolically to the OCU.
In each unit, robust routines for detecting and tracking moving objects have
been developed. The detected objects are classified into semantic categories
such as human, human group, car, or truck using shape and color analysis.
These labels are used to improve tracking using temporal consistency con-
straints. The classification of human activity, such as walking and running,
has also been achieved. The geolocalization of labeled objects is determined
from the coordination of their images using two or more overlapping camera
views and a terrain model from monocular views. The calculated locations
feed a tracking module at a higher level than the sensor spots with dynamic
camera zoom and tilt variables to cooperatively and continuously track an
object through the scene.

The Central Operator Control Unit (OCU):

All object hypotheses obtained from all sensor units are transmitted as sym-
bolic data packets to the Central Operator Control Unit (OCU). The OCU
is responsible for integrating the symbolic object trajectory information ac-
cumulated by the SPUs into a 3D geometric site model, and presenting the
results to the user on a map via a graphical user interface (GUI).

Graphical User Interface (GUI):

One of the objectives of the VSAM project is to demonstrate that a single
human operator can effectively monitor an important area of interest where
he does not have to follow the tracks of a set of objects of people, vehicles,
and their interactions in about twenty screens (showing raw video output)
at a time. For this reason, this system uses a principle to automatically
place dynamic agents (sensors) representing people and vehicles in a syn-
thetic view of the environment as shown in figure to the user through an
interactive tool (GUI).
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Figure 3.5: a) A laptop that represents the operator’s console located in the control
room b) Close-up view of the display node display screen [42].

3.2.5.3 Detection of suspicious behavior in shopping
malls

For the purpose of having real-time monitoring of potentially suspicious
behavior in shopping centers, an idea has been proposed by Arroyo and al
[9] to extract useful data from captured videos in order to automate several
video surveillance tasks by giving alarms when risk events are detected. It
is intended to help human security officers make appropriate decisions to
improve the protection of property.

In this scenario, there are particular situations that need to be analyzed,
such as entering or leaving the store, loitering events that can lead to theft,
as well as situations where checkout is unattended, as shown in Figure
The different components of this system are :

1. Image segmentation : First an image segmentation is applied to
locate the foreground objects in the scene. Unfortunately, the detected
objects may represent only partial parts of people’s bodies. However,
the leading, biased parts are filtered by size and position factors and
grouped into final human targets by a new merging technique that
reduces typical segmentation errors.

2. Follow the people in the video : This step is based on people’s
trajectories and visual appearance information of people in occlusion
situations.

3. Behavior analysis and alarm: Finally, the resulting trajectories
of people obtained from the previous step are processed to analyze
human behavior and identify potential shopping center alarm situations
such as people entering and leaving, loitering situations and unattended
checkout situations(as shown in Figure [3.6)).
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(a) Entry and exit (b) Lottering event (c) Unattended cash desk

Figure 3.6: Alarm situations detected by the expert video surveillance system in
a shopping mall [9].

(a) background subtraction (b) Blob fusion (c) Tracking

Figure 3.7:  The operating steps of an expert video surveillance system in a
shopping mall [9].

3.2.5.4 W(4) video surveillance system

The W4 is a real-time video surveillance system proposed by Haritaoglu and
its employees in 2000 for the detection and tracking of several individuals
and to supervise their actions in an outside environment. This system is the
combination of a set of techniques to simultaneously track persons and their
body parts in the monochromatic video. The W4 was developed to operate
only with static and monochromatic video sources, either visible or infrared.
It is designed for outdoor surveillance tasks, particularly at night or in other
low-light situations. In such cases, the color will not be available, and people
must be detected and monitored based on the faintest appearances and clues
to their movements [81]. The main characteristics of W4 are as follows:

o Detect foreground objects using statistical background subtraction mod-
els even when the background is not stationary (e.g. movement of tree
branches).

« Distinguish people from other objects (e.g. cars) using shape and peri-
odic motion cues.

o Follow the tracks of several people simultaneously, even when they move
together, or interact with each other.

» Construct an appearance model for each person during tracking that
can be used to identify people after occlusion
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o Detect and track the main body parts (head, hands, feet, and torso) of
each person.

o Determine if a person is carrying an object, and the segments of the
object so that it can be tracked during exchanges.

The general operation of the W4 is detailed in the following steps:

1. Object detection : The purpose of this step is to detect all occurrences
of objects from a particular class known in advance, such as people, cars
or faces in an image. This step detects the silhouette of foreground
objects in an image

2. Silhouette analysis : All objects are categorized according to one
of three pre-determined classes (one individual, persons in a group,
and other objects) using the fixed form of the silhouette and regular
dynamic analysis.

3. Posture analysis: The operation of this analysis depends directly on
the class of object to detect :

o A single person: A pose analysis based on the silhouette is used
to evaluate this individual’s pose. If a person is in the vertical
stand-up position, then a new dynamic movement analysis and
periodic symmetry analysis are applied to determine if the person
is wearing an object. If the person is not moving an object or is
in a generic pose that is different from the standing posture, then
W4 detects the body parts with the use of shape analysis based on
the silhouette borders.

o Group of persons: In this case, W4 cannot detect individual body
parts, postures, or transported objects. For this, it assumes that
all members of the group are in a standing posture and treats each
individual separately.

e An object other than a person: In this situation, the analysis of
the posture is not carried out; it simply tries to follow the object
through the video.

4. Object Tracking This step calculates the correspondence between pre-
viously tracked objects and currently detected objects in order to build
models of appearance and movement, and retrieves the trajectories of
the tracked object.

3.2.5.5 A video surveillance system with unrecorded
privacy protection

Today, the proper use of video surveillance cameras helps expose wrongdoing,
but usually comes at the expense of the privacy of those who are not involved
in any wrongdoing. For example, employees who work long hours in more
confined areas such as businesses and hospitals may feel that their privacy is
being violated since they are constantly monitored. A fundamental challenge
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is to design surveillance systems that meet security needs and at the same
time protect the privacy of individuals. For this reason, Wickramasuriya
and al in [183] have proposed a system that is more selective in the video it
captures, and it focuses only on abnormal events while protecting the privacy
of authorized persons who may appear in these videos streams. The main
idea was to combine information from different location sensors, in particular
RFID technology, with information from traditional video surveillance to
build a framework for privacy protection of data collections in media spaces.
This system consists of a set of tags, a reader/receiver that can read and
write data to these tags, and eventually, each region is equipped with a field
generator (to relay information from a region). This system consists of three
main components :

1. Detection of surveillance modes: This component is based on com-
munication between two types of beam sensors to detect and locate
the location of each person entering a monitored area and determine
whether that person is authorized or unauthorized.

2. RFID (Radio Frequency Identification) sensors: RFID technology of-
fers the ability to query data content without contact. It represents a
means of storing and retrieving data via electromagnetic transmission
at a compatible integrated circuit radiofrequency. The role of this sen-
sor is to automatically identify and track tags attached to individuals.
The labels contain information stored electronically. When a person
entering a region is detected, the tag information is read and transmit-
ted to the RFID Control Module to query an access rights database
to verify whether that person’s tag is authorized to enter that region
or not. The access decision for that person is then transmitted to the
video processing module.

3. Motion Sensor: Since we are interested in the input (and output) of
a region, each field generator is equipped with a motion sensor that
triggers a reading of the region when motion is detected. If there is no
tag information associated with the person entering, the signal sent to
the player is classified as unauthorized surveillance and the recording
of video in the region is triggered.

4. Access Control Specification: This step is essential to this system, al-
lowing the specification of spatial access constraints (i.e. what areas
a person has access to) using XML to specify the policies that dic-
tate how video surveillance is conducted in a physical space. Tags are
distributed to staff, and a database stores the access rights associated
with each tag. For example, a member of a company’s cleaning staff
enters to clean offices at 2 a.m. could be considered normal. However,
if company policy prohibits entry to certain parts of the building after
midnight, this event may be considered a potential security breach.

5. Video processing: This component uses several video signal process-
ing techniques for motion detection and tracking of people, as well as
masking of persons authorized to enter an area (with access rights).
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3.2.5.6 A video surveillance system with recorded pri-
vacy protection

We have noted that the system proposed in [I83] meets the privacy objective,
but it has a potential security gap because it has not kept a record of privacy
information. If authorized personnel have also been involved in malfeasance
or even criminal behavior, the system should have the capacity to provide
the original surveillance images if necessary. It is for this reason that Zhang
et al in [I95] has come up with the idea of proposing a detailed privacy
information storage framework for signature video surveillance. Authorized
personnel are not only removed from the surveillance video as in [I83] but
are also embedded in the video itself, which can only be retrieved with a
secret key. In this sense, the system should provide multiple levels of access
to the surveillance video: the general public can only see the unauthorized
behavior, while special authorities that possess a secret key, such as the po-
lice, can observe all the information produced in the monitored space. The
simplest solution to this problem is to separately store a copy of the origi-
nal video surveillance. The goal was to monitor only unauthorized persons
in a restricted environment and protect the privacy of authorized persons,
but at the same time allow private information to be revealed securely and
reliably. This system assumes that all persons captured by the camera in a
confined space are categorized into authorized and unauthorized groups. A
video surveillance system with privacy protection must meet the following
requirements:

1. Register the entire region.

2. A person with a lower level of security clearance can only see the be-
havior of unauthorized persons, and all privacy information must be
completely imperceptible to him /her.

3. Under special conditions, a person with a higher level of security clear-
ance may use a secret key to view the original video, including privacy
information if applicable.

4. Without the correct secret key, it is not possible to reconstruct the
privacy information from the video, even in extreme cases.

5. The system should provide a reliable means of proving the authenticity

and integrity of the resulting video in which the private information
has been embedded.

3.2.5.7 Other Related works

Palak et al [I39] provided a survey of different Methods in Border Security
and Surveillance, The aim is to compare different researches in border secu-
rity. Arfaoui et al [I] developed a model that estimates the crossing time of
the monitored area taking into account the characteristics of the area and the
behavior of the intruders crossing this area. Then they proposed a deploy-
ment method based on the intruders crossing paths that optimize the number
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of deployed sensors while ensuring an early and high detection level of the
intruders. Laura et al [I09] proposed a multilayer hybrid architecture based
on cameras, scalar sensors, radars, and UAVs to design a border surveillance
system. Bhadwal et al [16] proposed a smart border surveillance system that
can provide round the clock video surveillance at the places where human
deployment is not possible. Al Abkal et al [2] investigates the use of drones,
in border security and their ability to enhance existing security measures
in Kuwait’s ports and borders and also along borders of the United States.
The study contributes to practice by introducing the use of UAVs to enhance
port security, especially for monitoring and surveillance purposes. Segireddy
et al [163] developed a light detection and ranging (LIDAR) sensor for the
acquisition of distance with a range of 40 m from the position where an ob-
ject resides. Data collected by the sensor is monitored and administered in
a server. Software required for the analysis of data and generation of alert
notifications is deployed in the server which is an added feature to the system
and assists the concerned security personnel to respond quickly and engage
the safety. Ayush et al [69] employ machine learning techniques in Remote
Video Surveillance for real-time threat level detection and classification of
targets crossing borders. The algorithm used for the machine learning-based
detection of objects in the videos in this research is the Viola-Jones algo-
rithm. A threat level classifier and alert warning system were also added to
classify and annotate the videos in real-time for each frame. The threat level
classifier performs four-fold categorization of the real-time video into safe,
low, medium, and high (danger). The alert warning system specifies the
type of warning based on the type of intrusion (human, vehicle, or weapon)
detected. Kim et al [98] propose to develop a drone-aided border surveil-
lance system with electrification line battery charging systems (DABS-E).
This paper proposes an optimization model and algorithm to schedule drone
flights for a DABS-E. Through a numerical example. Karthick et al [99] pro-
posed an architecture that involves a low energy intrusion detection system
on the first level. If the system detects any unusual event, it initiates a sec-
ondary authentication unit. This is again a sensor that detects the traces of
the event. If the second sensor detects the same, it authenticates the event
and switches ON the wireless camera. This system has multiple advantages
like reduced power consumption, improved event detection accuracy, longer
life span, and enhanced information clarity. D. Arjun et al [3] describes in
his paper the current Wireless Sensor Network (WSN) techniques related to
border surveillance and intruder detection. Harish Bhaskar [I8] proposed
integration of simultaneous detection, following, and face-acknowledgment
based identification of human targets from a static camera is proposed. The
precision, effectiveness, and heartiness of the proposed work are assessed and
illustrated over different standard datasets over a wide scope of scenarios uti-
lizing appropriate performance metrics. Jun He et al [82] demonstrate an
ad-hoc WSN system for border surveillance. The network consists of hetero-
geneously autonomous sensor nodes that distributively cooperate with each
other to enable a smart border in remote areas. This work also presents al-



111

Chapter3. Border security and surveillance System using IoT

gorithms designed to maximize the operating lifetime of the deployed sensor
network.

3.3 Border and sensitive site surveil-
lance

To meet the requirements of a border control policy that meets the needs
of territorial security and enhanced deterrence against potential irregular
migrants and to strengthen internal security and the fight against terrorism
and organized crime and other illegal activities such as trafficking, illicit traf-
ficking of migrants at the same time to facilitate the legitimate movement
of persons and goods, while maintaining border security and protecting the
privacy of individuals, we had the idea to model a system that will make it
possible to better control movements at borders and to better manage mi-
grations, which autonomously detects unwanted individuals through gestures
and not their facial recognition while protecting the privacy of individuals.
In our contribution, we assume that all the people that the drones equipped
with cameras capture in the filmed area can be classified into two classes:
gestures of border soldiers and gesture of terrorists and non-soldier people,
our system is characterized by the following properties:

o The ability to protect the privacy of individuals to the general public.
A person who does not have access can only see the private informa-
tion (face and body) of the people. Initially, all the people filmed are
considered "in good faith" and they are masked. Once a person is de-
tected as unwanted individuals then that person’s private information
is automatically unmasked.

e The original video can be retrieved by persons with authorized access
who are usually the authorities with special security clearances. For
example, border guards can have access to data and with a private key
can retrieve original videos to solve an investigation.

e Detect unwanted individuals through their gestures even if they hide
their faces or change their look by disguising themselves.

e The automatization of the detection of the different situations of risk
and to help the border guards to make decisions appropriated to ame-
liorate the control of the border

In the literature, the systems proposed in section 2 have a flaw is that they
do not ensure the privacy of all people since they allow hidden only privacy
information for certain authorized persons and known in advance. These
systems cannot be used in public places where they can be placed only in
restricted and refined areas. The objective of our offered system is to assure
private life not only for some allowed person but for all persons. For it, we
used human gestures (instead of facial recognition) to discern if a person is
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undesirable or not to conceal all persons. The general architecture of the
proposed system is shown in the following Figure

Drones equippad with cameras and sensors

border with sensars ﬂ ﬂ
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Object detection Identification of human object Gesture Detecting
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backer.u nd Pretreatment
1, modeling —_
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Foreground object
extraction classification Alarm
Vide OVErY
o ree Masking
encryption +— secret kE‘y’
o
Decryption pixel coloring
secret key Tl Original videa
Special Agent [border guards)

Figure 3.8: General architecture of the system for Surveillance of Borders and
sensitive sites based on gestures.

As shown in the Figure above, the cameras integrated or added to the drone
represent the main elements of each surveillance system. They are used to
cover the entire area of interest and provide a global and detailed view to
track objects and extract additional information, for example, the class of
an object (person, car, truck).

3.3.1 Object detection

This module consists of identifying objects in an image. This requires a seg-
mentation step to partition a digital image into several groups (pixel set).
Each group is supposed to correspond to an object in the image. In a video
surveillance scenario, the goal is to separate the areas of the scene that be-
longs to the background from the regions belonging to the foreground namely
the moving objects. For this step a background subtraction algorithm is used
that can provide real-time results to automatically generate the silhouette
of human actions presented in video image sequences, where the data from
each camera is processed by the following two steps:
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3.3.1.1 Background modeling

This step is implemented by creating a model that represents the regions
of the scene that remain constant over time. For this, we propose the use
of the Gaussian statistical model since it gives precise results in real-time
compared to the other background subtraction methods [83].

3.3.1.2 Extracting objects from the foreground

Once the background pattern is calculated, the foreground objects are de-
tected by calculating the difference between the original image and the back-
ground pattern as shown in the following Figure. The output of this opera-
tion is a binary mask called foreground image containing objects that move
in the filmed area.

h “ g e
= The background maodels
-

Foreground objects
ﬂ

Figure 3.9: An example of background subtraction and extraction silhouettes of
foreground objects moving in three different images.

3.3.2 Identification of human objects

This module aims to classify interesting objects in the field of vision of
the camera (s) since in our work we are interested only by the movement
of humans. For this reason, it is necessary to label each moving object
to distinguish humans from other objects. The entry of this step is the
silhouettes of moving objects extract from the images (video sequence) by
the previous step. In this case, we are faced with a supervised classification
problem since the purpose is to classify each moving object in one of two
classes (person and other objects) using pre-classified images by an expert
as learning data. For the realization of this stage, we can to complete this
step we can follow a two-step process:

e Binary image preprocessing: This step detailed in section 3.3.1, is to
transform each bit mask (foreground object image) to a vector.

e Object classification: We used the k-nearest neighbors (KNN) algo-
rithm, which requires the presence of a learning base consisting of im-
ages pre-classified by an expert (each image is a binary mask containing
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the silhouette of an object). Afterwards, a distance is calculated be-
tween each new image to be classified with each frame of the learning
base.

Training data

: \b @f D!b_]ect clas{ person
/ \

Other objects class

Figure 3.10: Identification of human objects.

3.3.3 Detection of undesirable persons

Once the silhouette of the object in an image is labeled as a person then we
analyze this object in order to detect whether it is an undesirable persons or
not through its gesture present by the silhouette. The classification of human
gestures is a problem of binary classification (undesirable human gesture and
border soldier’s gesture). For the realization of this module the algorithms
of supervised classification can be used where we applied the classifier of the
artificial cockroaches detailed in 3.3.3.2 after a stage of vectorization of each
gesture of a human realized by the pretreatment process. On the other hand
if the object detected is not a human then nothing will be reported.

1.1
1l
Input images Training data
| ! f
\
A’ —_— /Gcstures of persons non-suspects

Gestures of persons suspects

Bio-
inspired
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Figure 3.11: Process for detecting undesirable persons.

3.3.3.1 Preprocessing of binary images

When the data entered into our software are binary images then the pre-
processing steps are as Follows:
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Figure 3.12: The preprocessing steps for binary images (black and white).

e Extraction of matrices:

Pixels in our pictures are in color RBG, therefore for the extraction
of the matrix we compare the stocks RBG of every pixel with the
stocks RBG of color black (R = 255,G = 255, B = 255) and white
(R=0,G =0,B=0). If it am black we shall replace RGB with zero,
otherwise we shall replace it with one. Finally, we shall stock every
matrix in a text file. The pseudo encodes according to sums up this
stage:

Algorithm10: Binary matrix extraction

Input:: Binarv images
binary-matrix <—chain of character «»

Begin
for =1 at the width of the image make
for i=0 at the width of the image make
If poeel-picture (1]) is black then
binary-matrix <— binary-matrix +« 0 »
If else binary-matrix «—— binary-matrix +« 1 »
End
binary-matrix <— binary-matrix + new-line
End
Text file——  Save binary matrix

End

e Representation by N-gram pixel:

We had the idea of representing N-Gramme pixels, trying to mimic
the representation N-gram characters. Each binary matrix of an image
(built from the previous phase) is considered a text and each pixel is
taken as a character and we follow the same instructions of the N-gram
character technique. The basic principle is that two images are simi-
lar if they carry the same elements (N-gram pixels). This step ensures
the transition of each image to a set of small units called N-Gram pixels.

Tf-1df :
TF-IDF (Term Frequency-Inverse Document Frequency) is a weight-
ing method often used in information retrieval and particularly in text
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mining [162]. This statistical measure makes it possible to evaluate the
importance of a term contained in a document, relative to a collection
or corpus. The weight increases proportionally to the number of oc-
currences of the word in the document. It also varies according to the
overall frequency of the word in the corpus [43].

The term frequency is simply the number of occurrences of the term
in the document under consideration. The principle is that the more
frequent a term is in the document, the more important it is in the
description of the document.

3.3.3.2 Grouping Cockroaches Classifier (GCC)

The Origin of the Algorithm

We used the studies carried out by Bell on the social life and behavior of
cockroaches in [17]

The Inspiration Source

GCC is inspired by the natural behavior of cockroaches and the phenomenon
of seeking the most attractive and secure place (shelter) for hiding. We can
identify different types of cockroaches in our work, we are interested by the
cockroaches that live in apartments, which are fertile and they are never
isolated. This phenomenon is well detailed in an experiment conducted by
French biologists when they met a group of cockroaches in a basin where
there’s light everywhere, and they built two artificial shelters (shelter is a
place with less brightness as shown in the Figure using two red circles
because cockroaches do not observe the color red as shown in the following

Figure (Figures and [3.14]).

A-Two shelters B- Exploration phase C- The experience environment

Figure 3.13: Description of the cockroach grouping experiment [I7].
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a- global view B- detailed view

Figure 3.14: The groping of cockroaches under the same place [17].

From previous experience it was observed that cockroaches have a choice of
two shelters to hide where they always choose the most secure shelter. A
biological model explaining this phenomenon is presented by the following:

¢ Random Displacement of Cockroaches

Initially cockroaches will move randomly in all directions (exploration
phase) as demonstrated in Figure .b. When a cockroach finds an
attractive shelter, it hides and sends pheromones as smell to its con-
geners. The movement of cockroaches is guided by a set of displacement
rules:

1. The Darkness Shelters: Cockroaches are attracted by the darkest
places like corners and shelters with less brightness. The degree
of darkness plays a very important role for the quality security of
each shelter.

2. The Congener’s Attraction: Fach cockroach seeks shelter where
there are more of its congeners (cockroaches from the same colony)
to hide it.

3. The Security Quality: Cockroaches positioned in the middle of the
shelter have a higher safety compared with cockroaches positioned
at the border of the shelter.

General Processes

In the supervised classification problem the data set is divided into two
bases (learning basis and test basis). Each new instance (cockroach) well be
classified (hidden) in a class (shelter) using a security function that is based
on the attractiveness of each class (calculated using the aggregation opera-
tors (shelter darkness, congeners attraction and the quality of security), and
the displacement probability (calculated using the naive Bayes algorithm).
the general process of the GCC is illustrated in the next Figure
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Figure 3.15: The general functioning of Grouping Cockroaches Classifier (GCC).

The general architecture of Grouping Cockroaches Classifier (GCC) is illus-
trated in Figure and each stage of its operation is are described below.

1. The Darkness Shelters :

The Darkness Shelters calculates the rate of darkness in each shelter
that represents the number of instances belonging to each class (shelter)
relater relative to the total number of instances in all classes. Initially,
the cockroaches of the learning base are hidden in each corresponding
shelter (we know the instances classes of the learning basis).

_CS;
- CL

OA(S)) (3.3.1)

e ('S;: The number of instances belonging to the class S;.( the num-
ber of cockroaches in the shelter )

e C'L: The total number of instances in all classes ( the total number
of cockroaches in the shelter )

e OA(S;): the darkness rate of the shelter S;.
2. The Congeners Attraction (CA):

As shown in equation7 The C'A is defined by a parameter K
fixed in advance, and for each new instance classifying C,,, we ran-
domly select k instances (designated as k congeners for the cockroach
C; in the shelter S;) of each class. Then, the total number of instances
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belonging to this class divides the sum of the distances between this
instance and its K congeners.

K . distance(C,,, C1.S;)

CA(C,, ;) = g

(3.3.2)

e Distance (C,,, Ci.S;) The distance between the instances to be clas-
sified (), and its k nearest neighbors in the class S;.

e C'L: The total number of instances in all classes ( the total number
of cockroaches in the shelter )

e [{: the number of selected instances.

e (S;: The total number of instances in the classes S;.

3. The Security Quality:

A cockroach must be in good condition to stay in a shelter and it
has a maximum quality of security when it is close to the middle of
the shelter. The security quality of the instance C, in a class 5; is
calculated through equation 3:

QS(Cy, S;) = distance(C,,, BS;) (3.3.3)

e BS;: the centroid of the class S;.
4. Shelter Attraction :

We use the results of the previous aggregation operators to calculate
the attraction of each class for each instance as follows:
aOA(S;)

SAC 5 = BEAC5) + QS 5 (3:34)

e o, and A: the Adjustment coefficients to adjust the impact of
each operator in calculating the attractiveness of each class.

5. Probability of displacement:

For this, to calculate this probability we used the naive Bayes algo-
rithm. Bayes’ theorem provides a way to assign each instance a proba-
bility for each possible class. He assumed that the effect of the value of
a predictor x, on a given class .S; is independent of the values of other
predictors. the probability of each instance to be classified in a class \5;
is calculated by the next equation:

e P(S;/C,) =: The posterior probability is the probability that the
instance (), is classified in the class S; .
e P(S;: is the prior probability of the S; .
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e P(x,S;): is the probability that component = generates the class
Si .

6. The security function:

The cockroach always belongs to the most attractive shelter where it is
more likely to reach it (each new instance will be classified in the most
attractive class where it has more probability). For this, we used the
security function f(C;,S;) which allows us to find the most appropriate
class for each instance (the most secure .S; shelter for each cockroach
Cy). The final decision concerning the class of each instance is done
following the value of the security function:

f(Cn, Si) = SA(C,, S;) + P(S;/Cy) (3.3.6)

e P(S;/C,) =: The probability of the cockroach C; to be classified
in the class S;. Each instance is classified in the shelter that has
the highest value of the safety function.

e SA(C,,S;): The attraction of the class S; for the instance C,,.
7. Update:

After each iteration, we update the values of the aggregation rules
and the probability of displacement for each instance .when a cock-
roach does not feel safe (instance is miss-classified), then it will look
for another more secure shelter (we reclassify this instance again). The
process is repeated until a stopping criterion.

8. stop criterion :

The stopping criterion GCC is the number of iterations fixed in ad-
vance, or if the number of instances in each class remains the same for
the iteration i and iteration ¢ + 1.

3.3.4 Masking normal people

Once a person’s gesture in the binary mask is detected as border soldiers
then that person’s face and body will be automatically hidden following the
pixel coloring technique [190] as shown in the next Figure in order to hide
his privacy information. On the other hand, if the person is detected as
undesirable persons then his or her privacy information will not be hidden.
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a-original video image (raw) B- masked person

Figure 3.16: Example of masking of a person using the pixel coloring approach
that hides privacy details such as the face and body.

3.3.5 Alarm

Our border surveillance system should be able to respond to specific events.
Once a person is detected as unwanted then an alarm will be triggered. The
goal is to tell the screening officers or users of this system that they are
in a situation with an abnormal event and that you have to intervene by
following in that person’s footsteps or trying to arrest that person.

3.3.6 Original video recovery

In the event that people detect by our system as a border soldiers to whom we
have hidden their privacy information (face and body) have been involved
in some evil or criminal behaviors, our system has the ability to provide
original surveillance images when necessary. In this sense, our system can
provide access to special authorities who have a secret key, such as border
guards, who can observe all the information that has arrived in the guarded
space. The simplest solution to this problem is to store a copy of the original
encrypted surveillance video separately.

3.4 Experimentation and results

3.4.1 Experiments

Given that our system is primarily based on detecting people who cross the
border illegally even if they hide their faces based on human gestures instead
of facial recognition, we will only present the results experimental purposes
for this part of the system only. Before we begin our experimental protocol,
we must first determine the baseline data set used.
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3.4.1.1 The MuHaivi dataset

1. Video clips:
A significant body of human action video data has been collected using
8 Schwan CCTYV cameras in a site with challenging lighting conditions.
The cameras are located at 4 sides and 4 corners of a rectangular plat-
form (Figure and Table[3.1]). These cameras are not automatically
synchronized, but the video segments for each action/actor combination
have been manually synchronized. There are 17 human action classes
(Cj : C1,Cy,---,Cy7) as listed in Table performed by 14 actors
(Ag 0 Ay, Ay, - -+ Ayy). The video sequences contain a number of image
frames before the action takes place so as to allow background estima-
tion algorithms sufficient time to model the background, if necessary.

[165]
- i o’
- -
e >

Figure 3.17:  View of the configuration of eight cameras used to capture actions
in the blue action area (marked with white bands on the floor of the stage). [165]

Silhouettes manually annotated:
The dataset provides a sub-set of data that has been (painstakingly)
manually annotated. This of course reduces the size of the data avail-
able for "pure" action recognition. A detailed performance evaluation
of state-of-the-art object detection algorithms using this small sub-set
of data is currently underway with the view to select a robust method
to compute these silhouettes automatically.

CAMERA SYMBOL V; | CAMERA NAME
Vi Camera_l
V2 Camera_2
Vi Camera_3
V4 Camera_4
Vs Camera_§
Vo Camera_6
Vi Camera_7
V8 Camera_§

Table 3.1: The names of the camera views used in the data record and the corre-
sponding symbols used in Figure [3.17 [165]
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Figure 3.18: Views of all 8 cameras showing examples of measurements and actors
sample camera symbols as in Figure 3.17]

This subset of manually annotated data consists of actions Cf - - - C5, actors
Ay and Ay and cameras V3 and Vj, therefore a total of 522 = 20 actions.
Samples of the manually obtained silhouettes are shown in Figure [3.19, Al-
though actions (7 - - - C5 are relatively elemental from a human point of view,
they can still be decomposed further into primitive actions. [165]

ACTION CLASS ACTION NAME
Cl WalkTurnBack
c2 RunStop
C3 Punch
C4 Kick
C5 ShotGunCollapse
CH PullHeavyObject
c7 Pickup ThrowObject
C8 WalkFall
c9 LookInCar

cl10 CrawlOnKnees
Cl1 WaveArms
Cl2 DrawGrafTiti
Cl13 JumpOverFence
Cl4 DrunkWalk
C15 ClimbLadder
Cl6 SmashObject
c17 JumpOverGap

Table 3.2: The action class names used in the data record and the corresponding

symnoles used in Figure [165].
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Figure 3.19: Examples of manually annotated silhouettes [165].

They grouped the images of the actions as a class of images of the gestures of
terrorists and non-soldier people and on the other hand images of the actions
of border soldiers gestures. The modified MUHAVI dataset is defined in
Table [3.3] Each gesture-based unwanted person detection algorithm has as
input learning data pre-classified by an expert (binary masks for gestures

of unwanted persons and other for the actions of border soldiers).

The

following table represents the redistricting of the data used to conduct our

tests (learning and test data):

Number of learning | Number of test | Total
images images
gestures of terrorists and non- | 200 jl4 514
soldier
Gestures of border soldiers 100 326 426

Table 3.3: Muhaivi dataset decomposition.
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3.4.2 Results and analysis

To test the suspicious gesture detection module only, we used Grouping
Cockroaches Classifier (GCC) with number of iteration = 1 and weights of
aggregation rules (¢ =1, f =1 and A = 1) as well as K = 1. For this, we
applied GCC on the Muhavi-suspicious-persons dataset detailed earlier since
it consists of a set of manually annotated human silhouettes which does not
require testing the object detection and human identification modules. For
the validation of the obtained results, we used the supervised measures with
the class of suspicious people as a positive class in the contingency matrix.
We performed different tests in order to analyzing the performance of the

GCC by studying the influence of each parameter.

1. The influence of image representation and distance measure-
ment
Before applying the GCC a process of vectoring the images is neces-
sary. We have varied the value of the N parameter used by the N-grams
pixel representation method in the pre-processing phase and each time
we set a distance measurement to assess the quality of each output.

The results are detailed in the following tables:

Evaluation Measures

Recall

-

Precisio
n

F-
Measure

Entropy

Accuracy

Confusion
matrix

U | N

Ul TP | FP

N FNW | VN

| o S

3-
gram

=

0.7675

0.8743

0.8124

0.1174

83.125

241 35

73 201

4-
gram

f=

0.8184

0.8862

0.8306

0.107

86.937

257 33

57 203

5-
gram

N-Gram Pixel

08248

0.8961

0859

00283

86.71

250 30

35 208

Table 3.4: Undesirables person detection results based on human gestures using
Euclidian distance and variation of the N parameter for N-grams pixel represen-

tation.
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Evaluation Measures
Recall Precisio F- Entr Accura Confusio
n Measure opy cy n matrix
U [N
UV | FP
P
N|F | VN
L 0604 [0767 [07289  [02034 | 7468 '}I I
- 3- 0.7006 | 0.7885 0.745 0.1873 | 76.003 220 50
M | gram 04 267
HE- 4 0.707 0.8014 0.7511 01774 | 77.03 222 35
® | gram 02 271
'1-:" 5- 0.7197 | 0.8071 0.7638 01720 | 77.81 226 54
7 | pram 88 272

Table 3.5: The detection results of undesirables people based on human gestures
using cosinus distance and variation of the parameter N for the N-grams pixel

representation.

Evaluation Measures
Recall | Precision | F- Entropy Accuracy | Confusion
Measure matrix
U | N
Ulwv | FP
P
N|F | VN
} 0799 [0.8655 |0.8308 0125 84.062 'N I
3- 08216 | 08896 08542 0.104 8625 258 i2
gra 56 204
m
4- 08566 | 09057 08804 0.0897 88.50 269 28
E gra 45 208
= m
E 3- 0.8503 | 0.89 0_869a 0.1037 87.5 267 33
?n gra 47 203
= m

Table 3.6: The detection results of illegal migrants based on human gestures using
the Manhattan distance and variation of the parameter N for the representation

of images.

In our contribution, the main idea is that two images are identical if the
number of occurrences of each N-pixel in these two images are the same.
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After observing the results in Tables [3.4] 3.5 and [3.6] we noticed that:

e The Manhattan distance measurement gives the best results compared

to the cosine and Fuclidean distance validated by an f — measure =
0.8804 and entropy = 0.0897 (blue cases in Table- because our
goal is to find the exact difference between the vector components. In
other words, two gestures are different if the occurrence values of their
vector components are distant from each other. The distance between
Euclidean and Manhattan give good results in relation to the cosine
distance because we are interested in the magnitude of the image and
not only by the relative frequencies of the N-pixels in the images.

The recall is always less than the accuracy given that the majority of
cases are classified as a border soldiers gesture validated by the Con-
fusion matrix with FN = 45 and VN = 298 (the green cases of Table
because on the one hand malicious or criminal persons always try
to hide their appearances and be as normal as possible and on the other
hand the learning data we used does not aggregate all the gestures of
terrorists and non-soldier people that may exist. We may also have a
conflict in detection between border soldiers and undesirables person.

Every time we increase the value of the N parameter, the results im-
prove because the vectors will be made up of more components, making
it possible to better differentiate between 2 images of any kind. For ex-
ample the 2-gram pixels can generate only 4 components (00, 01, 10,
and 11), the 3-gram pixels generates 8 components (001, 100, 010, 110,
111, 000,001, 011) and so on.

In terms of Accuracys even though we will get a percentage of 88%
but this is not enough as part of our goal since it means that it has a
lot of false alarm report (border soldiers detect as undesirable people)
and the private information of innocent people will be revealed to the
normal public.

In terms of entropy, the results are clearly performing as the accuracy
is elevated because we did not use the normalization of images, which
allowed getting less loss of information.

3.4.2.1 Comparative study

1. Statistical comparison

To give more reference to our results obtained, we have put in confronta-
tion the best performance of our Classifier of Grouping Cockroaches
(GCC) in the face of the problem of detection of illegal migrants based
on gestures against the results of other algorithms that exist in the lit-
erature such as classical learning algorithms like the nearest Nearby K
(KNN) with K = 1 and cosine distance and C4.5 decision trees that
have been applied using the WEKA API that provides tools and li-
braries ready to be used directly. The results of this comparison are
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presented in the following table:
Evaluation Measures
Reca | Precisio | F- Entro | Accur
1l n Measure | pv acy
K nearest neighbors 0.842 | 0.8681 0.853 01227 | 84
9
E Decision tree C4.5 F- 0.695 02306 | 672
=
= | Grouping Cockroaches | 0.850 | 0.82 0.8696 0.1037 | 87.5
V| Classifier 3

Table 3.7: Comparative study in terms of the quality of results of different classi-
fiers for the detection of unwanted persons based on gestures.

It should be noted in the table that the maximum value in the f-
measure=0.8804 is obtained with the classifier of artificial cockroaches
(blue cases) because it is based on different rule and property as (at-
traction of congeners, darkness of the shelter, the quality of safety, and
the likelihood of travel). We also found that the convergence of this
classifier takes a lot of time given the number of calculations and its
complexity, which requires several tests and comparisons.

KNN classifiers give almost similar results to GCC (the yellow cases
in the table) because they are based on a direct and nave operation
using a distance measurement. On the other hand the bad results are
obtained by the decision tree C4.5 method, because we are faced with
binary images and the C4.5 is based on the gain of the ration and
cannot identify the optimal root (prove in the literature).

Comparison in terms of services

What are the reasons for a good or poor performance of a video surveil-
lance system for undesirable detection tasks? Table compares our
system with five other systems that exist in the literature Drone-Aided
Border Surveillance with an Electrification Line Battery Charging Sys-
tem [98], WSN-based Border Surveillance Systems [I] , An efficient
WSN based solution for border surveillance [109], Internet of Things
based High Security Border Surveillance Strategy [99] ; Wireless loT-
Based Intrusion Detection Using LIDAR in the Context of Intelligent
Border Surveillance System [163]) from several angles such as: The
preservation of the privacy of all undesirable persons.

e Automatic detection

e The ability to detect undesirable people who hide their faces.
e The ability to retrieve original videos

e Detect and unmask undesirable individuals automatically.
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e Location of use.

Our Dromne- WEN- An Internet Wireless
proposed Aided based efficient of Things | IoT}Based
system Border Border WiaN based Intrusion
Surveillan | Surveillan | based High Detection
ce with an | ce Systems | solution Security | Using
Electrificat | [Arfaoui, for boerder | Border LIDAR in
ion Line | 2017] surveillane | Surveilla | the Context
Battery e¢[Laouira, | nce of Intelligent
Charging 2019] Strategy | Border
System [Karthic | Surveillance
[Kim, k, 2019] System
2018] [Segireddy,
2020]
Privacy Yez Mo Mo Mo Mo Mo
Preservation
Automatic Yes Mo Mo Yes Yes Yes
detection with
alarm
Detection of | Kes Mo Mo Mo Mo Yes
undesirable people
who  hide their
faces
Revelation of | ez Mo Mo Mo Mo Yes
original videos for
authorized
persons
TUnmask Yes MO Yes Mo Mo Mo
undesirable people
automatically
Place of use mtemationa | intemationa | mtemationa | ntemationa | ntematio | mtemational
lborderand | 1 border | 1 border | 1 border | nal border
sensitive between between between border
site countres countres countries

Table 3.8: Comparison in terms of services between our system and 4 other systems
which exist in literature.

From the previous table, we note that our proposed system (the blue cases in
Table can be used in any location as it clearly meets all the requirements
of a modern security policy by providing all services to ensure the safety of
citizens and the government with the preservation of privacy. Unlike other
systems that exist in the literature where each of them has shortcomings
especially in terms of privacy as well as their inability to detect people who
hide their faces.

3.4.3 Decisions

1. Every time we increase the N value of the N-gram pixel representation
the results improve.

2. The adaptation of the N-gram technique for the representation of binary
images was a very interesting experience since it does not require the
normalization of images and it is tolerant to the problems of incomplete
images.
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3. The ideal configuration of the Grouping Cockroaches Classifier (GCC)
is:

e 4-gram pixel as a method of representation.
e Manhattan as a measure of distance.

4. The GCC gives better results than classifiers like the KNN and C4.5

decision tree.

5. The GCC takes a lot of time to run compared to other conventional
learning algorithms.

Our private detection system for undesirable’s persons provides many ad-
vantages in terms of quality of services compared to other video surveillance
systems that exist in the literature.

3.5 Conclusion

We introduced a new mta-heuristic inspired by the natural behavior of cock-
roaches for the surveillance of borders through videos captured by one of the
drones via sensors; this algorithm is inspired of work of researcher’s biolo-
gists who discovered the links of communication between the Cockroaches
and their behavior. Acquired results are satisfactory and prove that algo-
rithm is able of guaranteeing surveillance of borders. It gives better results in
comparison with other algorithms existing in literature (k-means, tree of de-
cision, C4.5), Validated by the measurements of valuation (recall, precision,
Fr - Measure, entropy, rate of success, rate of error) We studied the impact of
every parameter for the quality of performance of every algorithm to identify
ideal .Finally, we can conclude that our contentment is full because targets
fixed at the beginning were reached. For our future work, we will can ex-
tended this system for use on a larger scale then the system can be equipped
with the mobile-based applications. Since IoT provides a global coverage,
the data that is generated from the system can be accessed anywhere over
the earth. Besides, we would like to propose to use an architecture based on
deep learning in future work in order to improve our system.



4

‘—RECOGNIZING PHYSICAL ACTIVITY OF
HOSPITALIZED OLDER PEOPLE FROM
WEARABLE SENSORS DATA USING 10T

Contents
M1 Introduction|...... ..o 132
4.2 LIteratire TeVIEWN. ... ..ottt 134
1.3 Proposed System|.......... ... 136
1.4 Exprimentation and Results|.............................. 144
KD Conclusionl. . ....o.ee e 148

4.1 Introduction

With the increase in life expectancy, it is now possible to age while remaining
active. This is an opportunity, often a grace. However, old age nevertheless
leads to physical and functional frailty. Thus, the elderly increased risk of
falling. Falls of the elderly represent a major public health problem, both
because of the seriousness of their often dramatic medical consequences and
because of their undeniable social and economic impact. Therefore, Every-
thing possible must be done to enable these people to continue their lives in
the best possible conditions. For this, the idea of preventing falls is neces-
sary to reduce their number and their undesirable consequences. challenges
society and technology to find better ways to mitigate the occurrence of such
costly and detrimental events as falls.

Today’s Internet of Things (IoT) domain is increasing rapidly [12], It is

"a global infrastructure for the data society, enabling advanced services by
interconnecting (physical and virtual) things based on existing advancing

131
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interoperable data and communication technologies' [156], ToT is one of the
major technological developments of our times given its potential is fully
realized [68]. A large amount of data are emerging every day to be part of
the ToT infrastructure. According to Machina Research [78], 27 billion con-
nected devices are expected by 2024, while according to Cisco’s report [40],
there will belong nearly 1.5 mobile devices per capita by 2020, and more
than 601 million wearable devices will be in use. Connecting all the objects
[96] and forming a network of devices is the basic idea of IoT. A major ob-
jective of IoT is to make the environment around us smarter, by giving the
environment the information it needs, the IoT uses the internet to connected
devices that can be easily monitored and controlled also the same things can
be automatically detected by other things, further communicate with each
other through the internet, and can even make decisions themselves [179].
Over time, various sensory data are collected and generated by an enormous
amount of sensing devices. This Will result to generate in a big amount of
data from the sensors used for collecting the data. To prevail over these ap-
plications some meaningful information must be deduced out of the collected
data to make decisions. Applying analytics over such data streams to make
control decisions, discover new information and foresee future insights is a
pivotal procedure that makes IoT a worthy paradigm for businesses and a
quality-of-life improving technology. Among the most extremely useful tech-
nologies is Data Mining. A major challenge in these settings is the timely
analysis of large amounts of data (big data) to produce decisions and highly
reliable and accurate insights so that IoT could satisfy its guarantee.

The aim of this work is the use of Artificial Intelligent to combat falls risks
of older folks and to enable these people to continue their lives in the best
possible conditions. In this paper, we present a methodology based on mul-
timodal sensors to configure a simple, comfortable and fast fall detection
and human activity recognition, and in cases of concern, alerts are sent to
caregivers or family members to enable appropriate interventions. a sys-
tem that can be easily implemented and adopted. In this work, we check
whether the traditional data mining algorithms would likewise work for the
[oT datasets, or new families of data mining are required. To this end, in
this study, we examine the applicability of three data mining algorithms for
real [oT datasets. These include K-nn, Naive Bayes, Decision tree The main
contribution of this work is the analysis of the efficiency and effectiveness of
three of the data mining. We began our work with some related works done
in this field, after that in the third section we detailed a description of our
system, which will be followed by a presentation of the experiment, these
algorithms are analyzed and a comparative study is undertaken to find the
classifier that performs the best analysis on the dataset obtained, using a set
of predefined performance metrics to compare the results of each classifier
and finally conclusions are given.
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4.2 Literature review

Falls and fall-related injuries are common and serious problems affecting
older adults hospitalized or housed in acute and long-term care facilities. As
such, the reported rate of falls in hospitals ranges from approximately 1.3 to
9 per 1,000 beds per day [129] [136][93]. It is estimated that 30% to 50% of
falls that occur in these facilities result in injury [129]. But this frequency is
probably underestimated; these figures are undoubtedly only the tip of the
iceberg. Indeed, elderly people do not always report all their falls to their
doctor or their entourage, or even hide them voluntarily for fear of being
considered unable to live at home, but also because elderly people tend to
easily forget their past falls, especially if they did not have serious conse-
quences. Among older adults, the frequency and severity of injuries that
result from falls tend to increase with age. The consequences associated
with falls (hip fracture, pain, anxiety, loss of independence, mortality, etc.)
are significant and have significant impacts on health care costs [67] [93]. In
the conventional solution for the mitigation of the risk of falls occurrences of
older people the medical staff (the care and rehabilitation team, attending
physicians, and family within the institutions) have the responsibility for
this the permanence of care takes place manually which are continuously (at
any time, day, night and weekend). The role of the Residential care homes
for the elderly in the management of falls in the elderly begins during the
admission visit to the institution. Indeed, during the pre-admission visit,
the doctor must imperatively identify people with a high risk of falling, with
the aim of better managing the resident by developing a specific individ-
ual care plan and ensuring the adequacy of the means implemented by the
institution that takes a lot of manpower between the different members of
the health care team, namely: the attending physician, physiotherapists,
occupational therapists, nurses, care assistants, psychotherapists, and even
the family. thus we tend to use Artificial Intelligent to the top falls risks
of older folks. Nowadays, several works have been done in the field of pre-
vention of falls in the elderly. Alwan et al [I30] proposed to use ground
vibrations to detect falls. This idea was successfully taken up by Zigel et
al [I96] by adding a sound detector (combination of an accelerometer and a
microphone). However, they admit that their system is not sensitive enough
for slow falls and falls from a chair. Furthermore, this type of method is
dependent on the dynamics of the floor (different dynamics for a wooden
floor or a carpet) and is still in its infancy. The detection of a person on the
floor could also be detected with a floor pressure-sensitive paving [93], but
this type of technology is difficult to implement in an apartment and is cer-
tainly expensive. Lara et al [I11I] provided a survey of different Methods in
Human Activity Recognition using Wearable Sensors, The aim of this work
is to compare Twenty-eight systems are qualitatively compared in regards to
response time, flexibility, recognition accuracy, obtrusiveness, learning ap-
proach, and other important design issues, Also, it surveys the state of the
art in on Human Activity Recognition using Wearable Sensors. Finally, it
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discusses the main characteristics and challenges of the field and introduces
some of the most relevant open problems in the field providing directions
for future research. other surveys on Human Activity Recognition using
Wearable Sensors provided by Turaga et al [I78], Ronald [147], AGGAR-
WAL et al [13], Shoaib et al [I57], Wang et al [I87], and Akin et al [14] to
survey the different approaches for activity recognition using Wearable sen-
sors, with a focus on applications in health care. Asanga et al [I86] propose
a dynamic sensor data augmentation algorithm that reduces online inter-
polation errors to facilitate interpolating sparse acceleration data streams
from a passive RFID tag with an onboard accelerometer sensor to evaluate
activity recognition performance and time taken to interpolate streaming
sensor data collected from older volunteers (66-86 years) wearing a passive
sensor-enabled RFID to tag embedded with an accelerometer over their attire
in a clinical environment. this study provides a basis for many ubiquitous
research and applications based on real-time activity recognition using wear-
able passive sensors, especially passive sensors enabled RFID tags. Roberto
et al [I53] present and evaluate a novel method for mitigating the high
falls risk associated with bed exits based on using an inexpensive, privacy-
preserving, and passive sensor-enabled RFID device. this approach is based
on a classification system built upon conditional random fields that require
no preprocessing of sensorial and RF metrics data extracted from an RFID
platform. they evaluated his classification algorithm and the wearability of
his sensor using elderly volunteers. The results demonstrate the validity of
his approach and the performance is an improvement on previous bed exit
classification studies. Aimilia et al [I48] propose a system recognizing basic
physical activities from wearable sensors, for activity recognition for elderly
people. The classification was performed by standard machine learning, as
well as deep learning techniques, exploiting feature extraction, along with
heuristic computational solutions to address the challenges due to incon-
sistent measurements in non-standardized environments. In addition, they
compare the customized pipeline with deep learning architectures, such as
convolutional neural networks, applied to raw sensor data without any pre-or
post-processing adjustments. The results o this work demonstrate that the
generalizable deep architectures can compensate for inconsistencies during
data acquisition providing a valuable alternative. Overall promising results
support the use of the proposed activity recognition scheme for unobtru-
sive monitoring of elderly people. Mohammad et al [92] propose an effective
end-to-end deep neural network model to recognize human activities from
temporally sparse data signals of passive wearable sensors that improve the
accuracy rate of human activity recognition. A dropout technique is used
in the developed model to deal with the sparsity problem and avoiding the
overfitting problem. In addition, optimization of the proposed deep neural
network model was performed by evaluating a different number of hidden
layers. Various experiments were conducted on a public clinical room dataset
of sparse data signals to compare the performance of the proposed deep neu-
ral network model with the conventions and other deep learning approaches.
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The experimental results demonstrate that the proposed deep neural network
model outperforms the existing state-of-the-art methods in terms of lower
inference delay and activity recognition accuracy. Roberto et al [153] develop
a graphical model-based classification technique (conditional random field)
to evaluate various sliding window-based techniques for the real-time pre-
diction of activities in older subjects wearing a passive (batteryless) sensor-
enabled RFID tag. The system achieved maximum overall real-time activity
prediction accuracy of 95% using a time-weighted windowing technique to
aggregate contextual information to input sensor data. present and evaluate
a method to recognize the gesture of someone leaving bed using an RFID
device. they use a classification approach in his system to conduct the exper-
iment. The method that we are using is Multi-Layer Perceptron. Roberto et
al [I58] developed a movement monitoring sensor system that recognizes bed
and chair exits. The system consists of a machine learning-based activity
classifier and a bed and chair exit recognition process based on an activity
score function. Saif et al [I31] propose a self-attention-based neural net-
work model that foregoes recurrent architectures and utilizes different types
of attention mechanisms to generate higher-dimensional feature representa-
tion used for classification. they performed extensive experiments on four
popular publicly available Human Activity Recognition datasets: PAMAP2,
Opportunity, Skoda, and USC-HAD. his model achieves significant perfor-
mance improvement over recent state-of-the-art models in both benchmark
test subjects and Leave-one-subject-out evaluation. Huaijun et al [I88] pro-
pose a deep learning-based scheme that can recognize both specific activities
and the transitions between two different activities of short duration and low
frequency for health care applications. In this work, they first build a deep
convolutional neural network (CNN) for extracting features from the data
collected by sensors. Then, the long short-term memory (LTSM) network is
used to capture long-term dependencies between two actions to further im-
prove the Human activity recognition identification rate. By combing CNN
and LSTM, a wearable sensor-based model is proposed that can accurately
recognize activities and their transitions. The experimental results show that
the proposed approach can help improve the recognition rate up to 95.87%
and the recognition rate for transitions higher than 80%, which are better
than those of most existing similar models over the open HAPT dataset,
Yang et al [I91] designed an IoT-based medical cloud storage system with
self-adaptive access control is proposed.

4.3 Proposed System

As shown in the Figure [{.1} we propose a real-time system for Recognising
Activities in healthy older people. Here we gather raw data from wearable
Body Worn Passive Sensors for Recognising Activities classification in the
elderly. By using this model, we can be mitigating the risk of falls near
beds. the radio frequency identification (RFID) technology with integrated
kinematic sensors is able to Recognise Activities .the data set base is created
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which includes the sequential motion data from 14 healthy older people aged
66 to 86 years old using a batteryless, wearable sensor on top of their clothing
for the recognition of activities in clinical environments, To detect the risk
of falls near beds we use the Data Mining and meta-heuristic technique, it
examines the existing database in order to generate the required information
for making the decision based on the majority results. Once the test data is
given to the model and the model gives the Prediction of activities.

Sensor data stream ~ PataAcquisition
Raw data
Preprocessing

l Test data

Model Learning
Preprocessing D -
' i ala mining
Data set Cleaning technique
Normalization
classification

méthodes

T

Prediction

Activitiy predictions Alert response

Figure 4.1: Proposed System for Recognising Activities in healthy older people.

4.3.1 Classification methods

Data classification is a dominant technology that is the foundation for the
intelligent identification and management of huge information within the in-
ternet of things. The data mining tools predict future behaviors, knowledge-
driven decisions, trends. Data classification is a well-known problem in
the scientific world because it is at the origin of many applications, It is
also known under various names (classification, clustering, segmentation)
depending on the objects it deals with and the objectives it aims to achieve.
Nowadays, it is used in many different fields, such as medical, industrial,
security, etc. In most cases, except those for which classification is ob-
vious and trivial, the classification task still depends on human expertise
based on observations. For example, a physician diagnoses diseases based
on years of medical experience and practice. Similarly, a botanist identi-
fies plant species, a psychologist recognizes personality types. Classification
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techniques in data mining are capable of processing a large amount of data.
Data mining makes classification models by using already classified data and
finds the predicted pattern. The classification problems are used to identify
the features of the group in each case of class. Data mining can generate
discover information and a large number of rules. Therefore can be used for
classifying unseen available data [27].

Classification is the process of analyzing and organizing a set of data, ac-
cording to their characteristics, into similarity classes. It is mainly based
on classical representations of data whose processing limits are known and,
in most cases, require a huge computation time. The classification methods
can be grouped into two main families, this time, we take into consideration
the intervention or not of a "class attribute" during the classification pro-
cess, these two types are: "supervised (Classification)" and "unsupervised
(Classification, Clustering)".

1. supervised (classification): fixed groups, examples of objects in each
group.

2. unsupervised (classification): no group is known.

what concerns us is the supervised classification

supervised classification is a method that consists of defining a function that
assigns one or more classes to each data. In this approach it is assumed that
an expert provides labels for each data beforehand, the labels are classes of
membership. among the algorithms of the supervised method.

Among the most popular supervised classification methods, we can mention
for example example :

. k-nearest neighbors

. Neural networks

1
2
3. Decision trees
4. Genetic algorithms
5

. Naive Bayes

K-NN (K-Nearest Neighbor)

The k-nearest neighbor algorithm is used in many computational problems
including pattern recognition, multimedia data search, vector compression,
computer statistics, and data mining. This type of method is widely used
in algorithmics and several authors have developed efficient algorithms to
solve it. It differs essentially from other methods in its simplicity and in the
fact that no models are introduced from the examples during the classifi-
cation process. The nearest neighbors method consists in determining for
each new individual that we want to classify, the list of nearest neighbors
among the individuals already classified. The individual is assigned to the
class that contains the most individuals among its nearest neighbors. This
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method requires choosing a distance, the most classical is the Euclidean dis-
tance, and the number of neighbors to take into account. This supervised
and non-parametric method is often efficient. Moreover, its learning is quite
simple, because it is of the rote learning type (we keep all the learning ex-
amples). However, the prediction time is very long, as it requires computing
the distance to all examples, but there are heuristics to reduce the number
of examples to be considered.

Naive Bayes

Naive Bayes Classification A simple linear probabilistic classifier based on
Bayes’ theorem assumes that the descriptors (attributes) that describe the
objects in the training set are independent. Naive Bayes algorithms are
often used in document categorization and classification. They estimate the
probability of each class among the examples, given a document, and assign
the most probable class to it. This process is called "Prior probabilities". .
it is a classification algorithm that assigns class labels to problem instances,
represented as vectors of feature values, where the class labels are drawn
from the same finite set.

Decision trees

Decision trees are considered among the most popular classification methods.
Among the best-known algorithms are ID3 and C4.5. The operation of
decision trees is mainly based on examples. Indeed, if we want to classify
documents into categories, we have to build a decision tree by category.
Generally speaking, a decision tree is a hierarchical sequence of logical rules
that divide the database of examples into subgroups, depending on the value
of the input variables. The tree is built by searching at each level for the most
discriminating parameter to classify an example. Different algorithms can
be used to develop the tree structure. Decision trees are very popular in data
mining because they are simple and fast while restoring in a comprehensible
way the existing relations between the input variables and the phenomenon
to model.

4.3.2 Data acquisition

Person-worn sensors Typical methods of fall detection rely primarily on
person-worn sensors or push buttons. Alert buttons allow the elderly per-
son to call for help if they are in trouble. In the case of a fall, this type
of technology is only effective if the person is conscious after the fall and is
not immobilized or unable to operate a button. In our work, we proposed
to use Automatic fall detection sensors because they do not require human
intervention. Some are based on accelerometers that detect the magnitude
and direction of the acceleration; we gather raw data from wearable Body
Worn Passive Sensors for recognising activities in the elderly and to be able
to detect a fall very early before they impact on the ground.
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4.3.3 Data set

Sitting on bed  Lying on bed Ambulating, standing, walking around the

oo
room 15162 30983 1956 4381
(31)
room 1253 20529 334 530
(52)

Table 4.1: Distribution of activities in data set [186].

We used two data sets described in [I76][177] that are collected from 14
healthy older-aged between 66 and 86 years old, performed broadly scripted
activities using a batteryless, wearable sensor on top of their clothing at ster-
num level. To conduct our experiments. These data sets include activities:
i) walking to the chair; ii) sitting on the chair; iii) getting off the chair; iv)
walking to bed; V) lying on a bed; VI) getting off the bed; VII) walking to
the door.

Figure 4.2: A participant wearing the W2ISP at the sternum level over the garment

58]

These data sets were collected in two clinical room settings (S1 and S2)
(Figure. The setting of S1 (Room1) was equipped with four RFID reader
antennas, around the room one is placed on top of the bed attached to the
ceiling, and the rest are placed on the walls in a manner that they illuminate
the area near the bed and the chair as shown in Figure [£.3] whereas the
room setting S2 (Room2) uses 3 RFID reader antennas two of them were
placed on top of the bed to provide better illumination of the sensor tag
while the participant is getting out of the bed and the other was placed on
the wall in front of the chair for the collection of motion data [186].
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Figure 4.3: Configurations of the antenna placements for the two clinical rooms

used to collect data [186]

4.3.4 Data preparation

In the classification technique, the training set is required to build a model.
This training set situated holds a bunch of attributes with one quality being
the characteristic of the class. Then, the built model is utilized to classify a
case.

For this experiment, there are more than two hundred thousand raw data
available. This data comes from combination of 9 building parameters with
each parameter has 4 possible values (4° data).

The parameters and the qualities utilized in every parameter is as follows:

Time in seconds.

Acceleration reading in G for frontal axis.

Acceleration reading in G for vertical axis.
Acceleration reading in G for lateral axis.

Id of antenna reading sensor.

Received signal strength indicator (RSSI).
Phase.

Frequency.

e A o

Label of activity, 1: sit on bed, 2: sit on chair, 3: lying, 4: ambulating

Since the data is very large, an illustrative training set should be chosen.
Other than that It is necessary to keep the training set as small as feasible.
In light of the above contemplations, 4 candidate training sets made. They
are with various numbers of data.

The candidate training sets are (Figure [4.4)):

Training set 1: 20000 data
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Training set 2: 5000 data
Training set 3 : 37500 data

Training set 4: 2500 data

40000
35000
30000
25000
20000
15000

10000

5000
. ] —

Training set 1 Training set 2 Training set 3 Training set 4

m Data
Figure 4.4: The candidate training sets.

An experiment using the three classifiers (Naive Bayesian algorithms, KNN
and Decision Tree) is conducted to determine the optimal training set. The
experiment is done by means of python 3.6. The results are depicted in

Figure and [4.7]
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0

Training set 1 Training set 2 Training set 3 Training set 4
e Cor T Ctly Classified instance  =incorrectly classified instance = precision recall

Figure 4.5: Nave Bayes performance on different training sets.

Figure[4.5]shows performance of Naive Bayes methods using the four training
sets. The classifier shows the best performance when using training sets 3.
Naive Bayes performance has better precision when using training set 3.

Figure [4.6] shows performance of k-NN classifier using the same training
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sets. k-NN performs best when using training set 3. This is shown by the
highest correctly classified instance and precision, and the lowest incorrectly
classified instance.

Meanwhile, Figure [4.7] shows The Decision Tree classifier shows the best
performance when using training sets 3.

From this result, training set 3 is chosen as the working training set.

N
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correctly classified instance incorrectly classified instance precision reca

Figure 4.6: k-NN performance on different training sets.
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Figure 4.7: Decision Tree performance on different training sets.

4.3.5 Prediction

We will focus on classification models that use labeled data to predict to
which class an object belongs. We will mainly talk about binary classifica-
tion, where the goal is to distinguish whether an object belongs to a class or
not.

4.3.6 Alarm

Our system for Recognising Activities in older people should be able to
respond to specific events. Once a person is detected is at risk of falling
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then an alarm will be triggered. The goal is to tell the care assistants or
users of this system that they are in a situation with an abnormal event and
that you have to intervene by following in that person’s footsteps or trying
to Help that person.

4.4 Exprimentation and Results

4.4.1 Expriment

The objective of our experiments is is the use of Artificial Intelligent To
combat falls risks of older folks and to enable these people to continue their
lives in the best possible conditions. we present a methodology based on
multimodal sensors to configure a simple, comfortable and fast fall detec-
tion and human activity recognition. In this work, we check whether the
traditional data mining algorithms (Naive Bayesian, KNN, Decision Tree,)
would likewise work for the IoT datasets, or new families of data mining
are required. To this end, We used real sensor datasets from the UCI data
repository described in [I76][177]. Datasets are collected by using sensors
and accelerometers and are used to classify human activities. Before re-
enacting the figures, we preprocessed the datasets to make them reasonable
for the classifiers. This is a preliminary analysis and hence, we have only
used partial datasets. Our experimental methodology is depicted in Figure

48

Methodology

Activity recognition with healthy older people
using a battery less wearable sensor Data Set

Knn Naive Bayes Decision tree

confusion matrix classification accuracy execution Time }

Figure 4.8: Experimental Methodology.
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4.4.2 Results and Analysis

This section presents the experimental results and analysis of this study
that utilize three classifiers Naive Bayesian, KNN Decision Tree. For the
implementation and experimentation of different data mining algorithms to
exploit them in the context of the IoT domain for the recognition physical
activity of older people in real-time using sensors we made a comparative
study in terms of the quality of the results of different classical learning
algorithms that have been applied to human activity recognition dataset.
A summary of our experiments on the three selected algorithms is given
below. The F-Measure is one of the most robust metrics and most used for
the evaluation of classification; The F-measure is a combination of Recall
and precision. F-Measures an extrinsic evaluation in the beginning, and
continue with an intrinsic evaluation: So this is a hybrid evaluation. The
classification times of the three classifiers that are used to classify data are
shown in Figure[£.9 This figure shows that k-Nearest Neighbor has the fastest
classification time followed by Naive Bayes and Decision Tree.

time

o

[T RS-

k=-NN Naive Bayes Decision Tree

m—time

Figure 4.9: Classification times of Decision Tree, k-Nearest Neighbor and Naive
Bayes.

The average precisions and recalls for Decision Tree, Nave Bayes, and k-
Nearest Neighbor are: 0.92 and 0.78; 0.91 and 0.93; 0.91 and 0.93 respectively

(Figure [4.10]).

k-NMN Naive Bayes Decision Tree

— Drecisions recalls

Figure 4.10: Classification precisions and recalls for Decision Tree, Naive Bayes,
and k-Nearest Neighbor.



14Ghapterd. Recognizing Physical Activity of hospitalized Older People IoT

Since F-measure is the harmonic mean of precision and recall, hence to know
which classifier is the best in terms of precision and recall, we can calculate
the F-measure value (Figure [4.11)).

F-Measure
0,54

0,92

09
0,88
0,86
0,84
0,82

0,8

0,78
k-MM Naive Bayes Decision Tree

m——F-Measure

Figure 4.11: Classification F-measure for Decision Tree, Naive Bayes, and k-
Nearest Neighbor.

The average F-measure value of Decision Tree is the biggest among the three,
that is 0.93.k-NN has average F-measure of 0.92 and Naive Bayesian of 0.84.
Therefore we can say that Decision Tree is the best in terms of precision and
recall followed by Naive Bayesian and kNN.

Decision Tree is again the best in accuracy (Figure [4.12)). Decision Tree
is the most accurate classifier compared to Nave Bayes and k-NN with the
average accuracy of 0.99 . Meanwhile the average accuracies of k-NN and
Naive Bayesare 0.95 and 0.94, respectively.

accuracy

k-NN Naive Bayes Decision Tree

— A CCUMACY

Figure 4.12: Classification accuracy for Decision Tree, Naive Bayes, and k-Nearest
Neighbor.
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4.4.3 Comparative study and discussion

Recall | Precisio | F- Accuracy | Confusion
n Measure matrix
U N
U v |FP
P
N|F | VN
N
L-NN | 093 0.91 0.92 0.95 10981 | 14
35 148
Naive | 0.91 0.78 0.84 0.94 11177 [ O
Bayesi 0 1
- an
b= Decisi | 0.93 0.92 0.93 0.99 11172 | 1
§ on 0 5
0 Tree

Table 4.2: Comparative study in terms of the quality of results of different classi-
fiers ( Naive Bayesian algorithms, KNN and Decision Tree algorithms) regarding
Precision, Recall and F-Measure.

Table presents the overall accuracy (Precision), detection rate (Recall),
and F-Measure For the data mining algorithms (Naive Bayesian algorithms;
KNN and Decision Tree algorithms), According to the table and research the
execution time taken by the Naive Bayes is least with 0.02 seconds followed
by Knn with 0.02 seconds, and Decision Tree algorithm took much more
time for execution which is 8.97 seconds. The accuracy of the Decision Tree
algorithm is 92%, KNN with 91%, and naive Bayes with 78%. the decision
tree algorithm gave the best Prediction rate. It can be seen clearly that
the decision tree algorithm performs better than Naive Bayes and KNN. It
achieving a Prediction rate of 93%. KNN also had the best kappa statistic
at 92%. From our experiments, the decision tree algorithm appears to be
the best suited for real-time classification tasks due to its relatively fast
classification speed and high detection rate.
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4.5 Conclusion

The IoT paradigm brings new sets of useful and valuable data mainly col-
lected from sensor devices. To capture this hidden knowledge from IoT data
is a challenging task in data mining that the major challenge in these settings
is the timely analysis of large amounts of data (big data) to produce deci-
sions and highly reliable and accurate insights so that IoT could satisfy its
guarantee. Hence needs data computation for the prediction of the unknown
data. Data mining would play a critical role in creating smarter IoT; the
various data-mining algorithm can be applied to [oT data Some researchers
argue that a new family of data mining algorithms is needed to handle IoT

data.

In our work, we examined the applicability of some of the well-established
data mining algorithms including Naive Bayesian algorithms, KNN, and
Decision Tree algorithms. With our preliminary analysis, we conclude that
KNN and Decision Tree algorithms can give relatively higher accuracy re-
sults. We plan to conduct a detailed study on larger and diverse loT datasets

in the future.
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The Internet of Things (IoT) is a new concept that combines autonomous
and intelligent machines, machine-human collaboration to improve produc-
tivity and advanced predictive analytics, reliability, and efficiency. IoT pro-
vides a world where smart, connected, embedded systems and products op-
erate as part of larger systems, giving rise to the amount of enormous data
from the different sources device of the IoT are considered to have highly
useful and valuable information. The Internet of Things (IoT) is helping
create a safer world by enabling all organizations to securely and remotely
monitor facilities and spaces in real-time with smart security and surveil-
lance and protection solutions. The IoT is closely linked to the notion of big
data, the objects of which generate a large quantity and a variety of data
in real-time, known as big data. So, each needs the other to make it useful.
There is no IoT without big data, and big data reaches the highest posi-
tion when used for IoT. Data mining aims to uncover valuable information
in large amounts of data that can help understand the data or predict the
behavior of future data. The underlying idea of Data Mining is therefore to
extract hidden knowledge from a pile of available data.

In this these: Data mining and meta-heuristic would play a critical role
in creating smarter loT; various data-mining algorithms and Metaheuristic
Algorithms can be applied to IoT data. This work aims to focused on an-
alyzing techniques that are used for prediction purposes. The parameters
detection is gotten by the utilization of IP cameras and sensors and is kept
up as datasets. Internet of Things (IoT) is used primarily to gather data
from the user. The precision of data could be at stake since the sensor may
glitch during the collection process.

In our work, we tried and succeed to deliver two systems, the first system is
an Recognizing Physical Activity of hospitalized Older People from Wearable
Sensors Data using IoT system. we examine the applicability of three data
mining algorithms for real IoT datasets. These include K-nn, Naive Bayes,
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Decision tree The main contribution of this work is the analysis of the ef-
ficiency and effectiveness of three of the data mining. the second system is
Border and sensitive sites Surveillance Systems in real-time based on IoT,
In recent years, the security of borders and sensitive sites such as tourist
sites has undeniably become a major global issue. The massive influx of
refugees, the fight against terrorism, illegal immigration and smuggling, the
strengthening of internal security, and the rise of cybercrime are prompting
governments to strengthen their border and sensitive site surveillance sys-
tems. Governments are investing more and more to ensure their protection
through the use of electronic surveillance technology and video surveillance
systems. Our system based on the classification of the human gestures drawn
from videos envoy by Drones equipped with cameras and sensors that are
deployed on the border by the use of a Bio-Inspired technique of Grouping
Cockroaches Classifier (GCC) based on the style of life Cockroaches and
operate on the phenomenon of seeking the most attractive and secure place
(shelter) for hiding for a good detected the gesture of unwanted individuals
this algorithm is based on a learning base and classify the gestures of the
test base and labels them, each gesture take one of two classes ( gestures
of border soldiers and gesture of terrorists and non-soldier people), and we
apply also a new technology for the presentation of picture (n-grams pixels)
to construct a system of control of borders. Our objective is to use drones
instead of normal soldiers to cover the space of the borders, detect terrorists
hiding their faces, detect people in disguise; react effectively and faster, react
at night, or even when the climate is difficult.

Experimental results prove the benefit derived from the use of our system
and therefore it enables the border troops to surveillance the borders at each
and every moment to effectively and at a low cost.

Finally, we are convinced that in a world where the security of citizens is the
code of life, our proposed Border and sensitive sites Surveillance Systems
represents a solution to design a modern camera surveillance policy since it
meets the requirements of modern users by respecting people’s image rights,
it can report suspicious people even if they hide their faces, help security
guards and police officers in their work by notification in real-time.

Future works

Our next work will be specifically related to the IoT industry, making our
models more precise and having a scalable architecture , a few new research
doors have been opened which are detailed below:

We are thinking of extending our results to other types of movements, and to
scale our model for online learning, rather than an offline supervised learn-
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ing, and that can increase the possibility for more insight making our model
more precise and having a scalable architecture, as we know, there is a big
need for surveillance systems. IoT is expected to be the main change in the
field of security surveillance. The ongoing process is extending our results to
other types of characteristics of suspicious people such as voice recognition of
the suspect person, his favorite place. We can also store videos of malicious
people to identify them by their gestures, even if they have changed their
faces.

Mobile version of our work: We plan to develop a mobile version of Bor-
der and sensitive sites Surveillance Systems for operating systems such as
Android and iOS, in order to make it easier to control at distance.

Improve the process of detecting suspicious people, by integrating the map
to track the movement of dangerous people to stop them. We can integrate
other characteristics of suspect people such as their friend’s places and their
clothes. The system can detect the voice and certain gestures and recognize
them. Currently, our system can identify a single suspicious person, but
what we want is to improve it so that it can identify suspicious gestures
between a group of people.

adding a 2d and 3d visualization part of the results of each monitored area to
help authorities place police officers in areas where there are more suspicious
people.
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